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Editorial

Mathematical modeling highlights 
from ARVO 2018
Kara L. Maki1, Rodolfo Repetto2, Richard J. Braun3

1School of Mathematical Sciences, Rochester Institute of Technology, Rochester, NY,
USA; 2Department of Civil, Chemical and Environmental Engineering, University of
Genoa, Genoa, Italy; 3Department of Mathematical Sciences, University of Delaware,
Newark, DE, USA

Keywords: anterior chamber, dry eye, modeling, posterior chamber, retina, tear film

At the ARVO annual meeting, there is an increasing number of contributions that 
involve significant mathematical modeling of ocular physiology and procedures. 
There has long been significant use of statistical methods for understanding data 
from a variety of in vivo measurements and clinical trials. Beyond these important 
uses of statistical and mathematical tools, a growing number of researchers are 
developing mathematical and computational models, oft en based on fundamental 
principles from physics, chemistry and mechanics, that provide insights into ocular 
phenomena. A number of areas had noticeable contributions involving applica-
tions of models, such as tear production, tear film dynamics, corneal biomechan-
ics, retinal blood flow, and glaucoma. We list a number of such contributions in this 
introduction and follow those with five extended abstracts that summarize some of 
the studies mentioned here.

Guidoboni et al.1 studied fluid flow in the eye and related organs by using a lumped 
parameter model. Their model accounts for the flows of blood and aqueous humor 
in the eyes and the flows of blood, cerebrospinal fluid, and interstitial fluid in the 
brain, as well as their interactions. Eye and brain are connected to a simple model 
of the whole-body circulation. The model captures the major observed trends in the 
interactions between cerebrospinal fluid pressure, intraocular pressure (IOP), and 
choroidal venule pressure.

Ishihara2 used a mathematical model to simulate transmission from cones to OFF 
type cone bipolar cells (OFF-BCs) and the role of ionic currents in this process. In the 

Correspondence: Richard J. Braun, Department of Mathematical Sciences, University of 
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cone cells, the model focused on the role of glutamate and its receptors, as well as 
calcium ions, after the cells are stimulated by a photosensitive current model. In the 
OFF-BCs, the model focused on rectifying currents that may involve potassium ions. 
The two cells were coupled together in the model, and parameters were determined 
from mammalian retinas where possible. Frequency characteristics of the system 
were found, suggesting a band-pass behavior. At lower light levels, the OFF-BC 
response was suppressed; however, transient signals could still be sent at low light 
levels.

Maki et al.3 studied the influence of the blink on the formation of a stable tear 
film. They developed a numerical method to approximate a simplified mathemati-
cal model characterizing the tear film dynamics during a realistic blink. The model 
captures the flow of the aqueous tears on the exposed ocular surface, and accounts 
for influxes and effluxes of aqueous tears at the lid margin during the blink. It was 
found that sufficient aqueous tears must be supplied along the lid margin near the 
exposed ocular surface and must be supplied at rates comparable to the speed of 
ocular exposure to ensure the formation of a stable tear film with “healthy” menisci. 
These simulations will allow for the continued exploration of the tear dynamics in 
regions on the ocular surface not accessible to imaging techniques due to interfer-
ence by lid motion.

Yabusaki et al.4 are the first group, to our knowledge, to publish on machine 
learning (ML) techniques applied to tear film imaging and dry eye diagnosis. Using 
interference fringe patterns and colors form the tear film lipid layer (TFLL) as input, 
they aimed to diagnose differences between aqueous deficient dry eye (ADDE), 
evaporative dry eye (EDE), and normals. A linear support vector machine-based ML 
approach was compared to diagnoses by one of the co-authors (who is experienced 
at diagnosis). Better agreement was obtained for ADDE than for EDE or normal-type 
predictions. This approach opens the door to an exciting path of investigation for 
ocular surface researchers and clinicians.

Cwiklik et al.5 simulated the dynamics of the TFLL in the presence of the preser-
vative benzalkonium chloride (BAK) with a few different hydrocarbon chain lengths. 
These short-chain molecules are surface active and similar to cetalkonium chloride 
(CKC). The latter was previously shown to affect the TFLL, improving its stability. 
Their detailed simulations showed that the BAK molecules, particularly the shortest 
one, could orient itself through a wide range of angles relative to the TFLL/aqueous 
interface. Longer molecules like CKC could not do this. These results help explain the 
destabilizing effect of short-chain BAK molecules.

Zhong et al.6 study the tear breakup (TBU) caused by local “globs” of excess lipid. 
The surface active globs cause rapid divergent (outward) flow that can lead to rapid 
TBU. They also included evaporation of the aqueous to surrounding air, osmotic 
supply of aqueous from the epithelium, and transport of solutes such as fluorescein 
(FL). From computed tear film thickness and FL concentration, they could compute 
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the emitted FL intensity. They then computed what fluorescent images would 
look like in experiments and determined desirable initial concentration ranges for 
imaging evaporative (slow) vs rapid (divergent flow) instances of TBU.

There were also math-focused presentations in the areas of corneal biomechan-
ics, glaucoma, and more. For example, Tavakol et al.7 simulated the response of the 
cornea to mechanical stimuli. The long-term goal is to estimate corneal elasticity 
by measuring the speed of acoustic wave propagation. The authors presented a 
finite element (FE) model created in COMSOL, where they probed how individual 
parameters affected corneal wave propagation.

Missel and Sarangapani8 presented a computational multi-physics model to 
study the potential benefit of implanting more than one supraciliary micro-stent in 
cataract surgery. The micro-stent is implanted to lower IOP in glaucoma patients. 
Their modeling efforts found a single micro-stent is sufficient in equilibrating the IOP 
with the suprachoroidal pressure.

Jin et al.9 used FE analysis to model the origin of the ocular pulse and to investigate 
the role of biomechanical factors on optic nerve head (ONH) deformations during 
the cardiac cycle. The authors constructed a FE model of the eye and modelled the 
choroid as a biphasic material, constituted of a solid phase (connective tissues) and a 
fluid phase (blood). The model shows that fluctuations of the arterial blood pressure 
produce significant IOP changes and ONH deformations. Systolic ophthalmic artery 
pressure and choroidal stiffness are found to be the parameters with the strongest 
influence.

Chuangsuwanich et al.10 proposed a computational model to study oxygen con-
centration and consumption in the retinal ganglion cell axons in the lamina cribrosa 
(LC). They generated many artificial LC micro-capillary networks, in which they 
simulated numerically blood flow and oxygen diffusion and consumption. The 
model highlights the heterogeneous distribution of oxygen concentration within the 
LC, which may contribute to spatial variability of axonal loss in glaucoma.

We hope that you enjoy the extended abstracts here as much as we enjoyed 
learning about these and other results from ARVO 2018.
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1. Background and purpose

Intraocular pressure (IOP), arterial blood pressure (PA), and cerebrospinal fluid 
(CSF) pressure have been identified as major players in several ocular pathologies, 
including glaucoma, central vein occlusion, and papilledema, to name a few. IOP, 
PA, and CSF pressures are not independent from each other. For example, aqueous 
humor and CSF flows, whose mechanics contribute to establish IOP and CSF 
pressure levels, originate from blood flow, which is driven by PA. As a consequence, 
it is diff icult to experimentally isolate IOP, PA, and CSF pressure and to disentangle 
their eff ect in pathological conditions. Here we utilize a theoretical approach to 
address this issue.

Correspondence: Fabrizia Salerni, Department of Mathematical, Physical and Computer 
Science, University of Parma, Parma, Italy. E-mail: fabrizia.salerni@studenti.unipr.it
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2. Methods

The present mathematical model is developed to simulate fluid flow in the eyes 
(retina, choroid, ciliary body, and lamina cribrosa) and brain connected with a 
simplified description of the whole-body circulation consisting in central arteries 
and veins. We use an electrical circuit analog that accounts for: 

1. the flows of blood and aqueous humor in the eyes; 
2. the flows of blood, CSF, and interstitial fluid in the brain; and 
3. lamina cribrosa biomechanics influenced by tissue pressure in the optic 

nerve head due to CSF within the subarachnoid space (SAS), represented by 
an extra ventricular compartment. 

The lumped parameter circuit for the brain is adapted from the work described 
and validated in Lakin and Stevens1; the eye model originates from the approach 
proposed in Guidoboni et al.2 for the study of retinal circulation and has been 
extended to account for the three ocular vascular beds (retina, choroid, and ciliary 
body) on the basis of the work of Kiel et al.3 Finally, ocular hemodynamics is coupled 
with the aqueous humor dynamics as in Szopos et al.4 The model takes into account 
the complex interaction between different biofluids in the brain and in the eye. The 
flow is driven by PA, which is given as a variable input, while the venous pressure PV is 
kept constant.  Intracranial pressure (ICP) is the pressure in the brain compartment 
and CSF production rate is imposed and kept constant. IOP results from the balance 
between aqueous humor production and drainage, and acts as an external pressure 
on ocular vascular veins that are modeled as Starling resistors (they collapse when 
the transmural pressure is negative). The lamina cribrosa exerts a compressive 
stress from the combined action between IOP, CSF pressure, and scleral tension 
on translaminar central retinal arteries and veins segments as in Guidoboni et 
al.2 Model parameters have been calibrated on published data. The assumptions 
related to the coupling between the various elements is validated: the model is used 
to simulate changes in IOP, CSF pressure, flow, and pressure distributions across the 
whole system induced by changes in PA. Results are compared to those reported in 
clinical studies. In this current version of the model, time dependence and blood 
flow regulation are not included.

3. Results

Our model predicts relationships between IOP, PA, and CSF pressure that are within 
the same range as those reported in clinical studies. Figure 1 captures the overall 
trend of CSF pressure variations due to changes in blood pressure and IOP, as 
reported in Ren et al.5 Morevover, as show in Table 1, the model captures the trend 
of IOP variation due to changes in blood pressure, as reported by various authors.5–9 

In addition, choroidal venous pressure in the vortex veins computed by the model 
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Fig. 1. (Top) Influence of systolic blood pressure on CSF pressure. (Bottom) Relationship 
between IOP and CSF pressure.
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Table 1. Influence of systolic and diastolic blood pressures on IOP. Comparison between pop-
ulation-based studies and model simulations.

Source mmHg increase in IOP/10 
mmHg increase in SBP

mmHg increase in IOP/ 10 
mmHg increase in DBP

Dielemans et al.7 0.23 ± 0.02 0.24 ± 0.04

Mitchell et al.8 0.28 ± 0.05 0.52 ± 0.12

Xu et al.9 - 0.39

Model Predictions 0.42 0.83

IOP: intraocular pressure; SBP: systolic blood pressure; DBP: diastolic blood pressure
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Fig. 2. Choroidal venules pressure vs IOP as predicted by the model (red curve). The black
dashed line corresponds to equality between the two pressures.
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from flow and pressure distribution within the body results to be approximately 
equal to IOP over a wide range of values (Fig. 2), confirming the findings by Bill.6 
Differences between model predictions and clinical data might be due to blood flow 
regulation (currently not included) or particular conditions of clinical studies.
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4. Conclusions and future perspectives

Simulation results validate the predictive capability of the model, which provides 
a powerful virtual laboratory where the relationships between IOP, PA, and CSF 
pressure can be assessed based on patient-specific conditions. Thus, our model 
may have an important clinical role as medicine is moving in the direction of indi-
vidualized treatments for specific patients.
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1. Background and purpose

The retinal cone bipolar cells are interneurons which receive inputs from cone pho-
toreceptors and send outputs to retinal ganglion cells. Several subtypes of bipolar 
cells have been identified by morphology and electrophysiology in the mammalian 
retina, which convey distinct visual information to higher order neurons in parallel.1 
The neural circuit in the retina not only converts light information to neural 
information, but also performs visual information preprocessing that has not 
yet been fully understood. Recently, it has been revealed that the neural circuits 
in retinas of higher vertebrates, such as mammals and primates, have various 
biophysical properties arising from being composed of ionic channels, ionic pumps, 
and neurotransmitter receptors. Analysis using a mathematical model based on 
their ionic mechanisms is essential to understand the visual information processing 
in the retinal neural circuit of the higher vertebrates.

The cones and the bipolar cells respond to continuous variation of light with 
a graded potential, in an analog manner. Especially, glutamate is continuously 
released from a cone synapse in the dark and is decreased by hyperpolarization of the 

Correspondence: Akito Ishihara, 101-2 Yagoto-honmachi, Showa-ku, Nagoya, 466-8666 
Japan. E-mail: aishi@sist.chukyo-u.ac.jp



Fig 1. (Left) OFF-BCs were modeled by a parallel conductance model that introduced an 
iGluR-mediated current (iGlu(t)), a delayed rectifying potassium current (iKv(t)), an inward 
rectifying current (ih(t)), and a leakage current (iL(t)). (Right) Glutamate concentration (Glu(t)) 
in the postsynaptic site was modulated by voltage-dependent calcium current (iCa(t)), which 
was inactivated by membrane hyperpolarization of the cone (VPR(t)).

Effect of ionic currents on transmission properties from cones to OFF-BCs 15

cone that receives the light stimulus. The alpha-amino-3-hydroxy-5-methyl-4-isox-
azolepropionic acid (AMPA) and kainate type ionotropic glutamate receptors 
(iGluRs) of the OFF type bipolar cells (OFF-BCs) exhibit partial or nearly complete 
desensitization in the sustained presence of glutamate.2-4 In the dark, glutamate 
concentration in the synaptic cleft of the cone pedicle rises to 0.1–0.5 mM.5,6 The 
baseline glutamate concentration depends on a sustained hyperpolarization of the 
cone by light. Thus, for understanding the working of the OFF-BCs, it is important 
to elucidate the mechanisms of synaptic transmission from cones to OFF-BCs via 
iGluRs, which undergo desensitization in the various background light conditions. 
Furthermore, there are various kinds of ionic channels in OFF-BCs that mediate 
membrane potential responses.7-9 It is considered that information transmitted 
from cones to OFF-BCs is modulated by the intrinsic ionic currents. We analyzed 
how ionic currents of OFF-BCs contribute to the transmission of light responses by 
developing a mathematical model.

2. Methods

To analyze the effect of ionic currents on transmission properties from cones to 
OFF-BCs, we constructed a mathematical model based on their ionic currents, as 
shown in the left panel in Figure 1. The OFF-BC model consists of an iGluR-mediated 
current and two voltage-dependent ionic currents in the soma, a delayed rectifying 
potassium current (iKv(t)), and an inward rectifying current (ih(t)). The models of 
these ionic currents have already been proposed in our previous research.10,11 
Briefly, the parameters of iKv(t) and ih(t) which are described by the Hodgkin-Hux-
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ley type equation, were re-estimated by using electrophysiological data from the 
mammalian retina.7,8

The simulations of light responses of OFF-BCs were calculated by a network 
model which was constructed by adding the cone model12 to the OFF-BC model. The 
membrane potential of the cone model (VPR(t)) was hyperpolarized to light stimuli 
by a photo-sensitive current. After the membrane potential change at the inner 
segment propagates to the cone pedicle, the hyperpolarization reduces glutamate 
release due to inactivation of the voltage dependent calcium current (iCa). The 
response of glutamate concentration (Glu(t)) at the postsynaptic site was modeled 
simply with the iCa system.13

Some model parameters were not able to be estimated due to lack of physiolog-
ical data. We analyzed the effect of the model parameters on synaptic transmis-
sion properties and light responses of OFF-BCs. Numerical solutions and computer 
simulations were obtained using the developed model and run using Matlab 
(Mathworks, Natick, MA, USA). 

3. Results

We computationally analyzed the effect of the kinetics of iGluR-mediated currents 
and somatic voltage-dependent currents on responses of OFF-BCs to sinusoidal 
glutamate inputs. The left panel in Figure 2 shows the simulated responses of 
the OFF-BC model (Fig. 2, bottom left) to sinusoidal glutamate inputs (Fig. 2, top 
left). The baseline of VBC was hyperpolarized and the amplitude of VBC response 
was increased when glutamate concentration was decreased (Fig. 2, blue line in 
left panel). The right panel in Figure 2 shows the relationship of the peak-to-peak 
amplitude of the VBC (Vpp) with the temporal frequency of inputs. The responses 
under high glutamate concentration showed a band-pass filtering feature (Fig. 2, 
black open circles in right panel), whereas the frequency profile showed a low-pass 
filtering manner in the low baseline glutamate concentrations (Fig. 2, blue filled 
circles in right panel). Our analysis of the model responses (data not shown) showed 
that the upper cutoff frequency of the band-pass filtering responses depends on 
the rate of desensitization of iGluR and the membrane time constant, which is given 
by the membrane capacitance (CBC), the sum of the leakage conductance (GL), and 
other ionic conductance. The frequency characteristics also depend on iKv and ih. 
Vpp to low-frequency inputs were decreased with increased maximal conductance 
of iKv and ih (Fig. 2, open circles in right panel), when at least one of the iKv or ih was 
activated at VBC. These results suggest that transmission of temporal low-frequen-
cy signals in OFF-BCs depends on the baseline glutamate concentrations in the 
postsynaptic site, which are mainly controlled by the mean light intensity. This also 
suggests that the components of OFF-BC responses are modified by ionic current 
rectification of the membrane.



Fig 2. (Left) Time course of membrane potential responses of the OFF-BC model (VBC, bottom) 
to sinusoidal glutamate wave inputs (top) with frequency of 10 Hz and amplitude of 30% 
of the baseline value of 0.2 mM (black line), 0.05 mM (blue line). (Right) The peak-to-peak 
amplitude of VBC (Vpp, the arrows in (left)) were plotted versus the frequency of the sinusoidal 
stimulus under a baseline glutamate concentration of 0.2 mM (black circles), 0.05 mM (blue 
circles). Open circles indicate the frequency characteristics of the model without iKv and ih; 
filled circles with iKv and ih.
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We next analyzed the effect of ionic mechanisms in OFF-BCs to light responses of 
the cells by using the network model of a cone and an OFF-BC. OFF-BC responses 
showed a stronger temporal band-pass filtering feature (Fig. 3, bottom left) than 
cone responses (Fig. 3, top left). In the cone, the frequency relationship of responses 
to mean intensity of 4000 td (Fig. 3, black circles in left panel) were the same as that 
to a mean intensity of 10000 td (Fig. 3, blue circles in left panel). In the OFF-BC, the 
aforementioned frequency relationship is different in both of the mean intensities 
(Fig. 3, bottom left). The right panel in Figure 3 shows the time courses of VPR(t), Glu(t) 
and VBC(t) with response to a mean intensity of 4000 td (Fig. 3, black dashed lines in 
right panel) and 10000 td (Fig. 3, blue solid lines in right panel). The ratio (C, Fig. 3, 
in set in right panel) of peak-to-peak amplitudes of OFF-BC fluctuation response to 
a mean intensity of 10000 td and 4000 td was greater than 1, although the ratio of 
amplitudes of Glu(t) response was nearly equal to 1. The results suggest that the 
difference of the frequency characteristics of OFF-BC response was produced by the 
iGluR current and their somatic ionic currents.

OFF-BC responses were strongly attenuated by the light stimulus with a mean 
intensity of 1000 td, under which both the cones and rods act. In this dark condition, 



Fig 3. (Left) Relationship Vpp  of the cone model (top) and the OFF-BC model (bottom) with the 
frequency of sinusoidal light inputs with amplitude of 60% of mean intensities of 1000 td (red 
circles), 4000 td (black circles), and 10000 td (blue circles). (Right) Time course of the response 
of VPR(t) (top), Glu(t) (middle), and VBC(t) (bottom) to sinusoidal light stimulus with a frequency 
of 10 Hz. The black dashed lines indicate responses under the mean intensity of 4000 td and 
the blue solid lines indicate those under 10000 td. The values of C (in set) express the ratio 
between the Vpp of responses to the mean intensity 10000 td/4000 td.
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the glutamate concentration in the postsynaptic site was high. Therefore, the 
OFF-BC responses were suppressed by desensitization of iGluRs and depolarization 
of mean membrane potential (Fig. 2, black line in left panel). Our simulation analysis 
using square pulse light waves demonstrated that the OFF-BC transmit temporal 
transient signals such as ON-OFF signals under the dark-illumination condition.10,14 

4. Conclusions and future perspectives

The results show that the temporal frequency responses of the OFF-BCs depend on 
the iGluR current and the somatic ionic currents. Moreover, its characteristics are 
modulated by mean illumination. These results suggest that the iGluR current acts 
to transmit low pass filtering signals under the day-light condition and it acts to 
attenuate temporal low-frequency signals under the dark condition. Furthermore, 
the results suggest that somatic ionic currents iKv and ih also attenuate low-frequen-
cy signals of high mean light instensity.

Our simulated results showed that the transmission from a cone to an OFF-BC 
adaptively change with mean light intensity in the mammalian retina. It has been 
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reported that bipolar cells in the mammalian retina have voltage-gated sodium 
channels6,15 and some subtypes of the cells respond to light with a spike.13 Since 
the sodium channels are activated from a hyperpolarized potential to depolariza-
tion, it is possible that light responses under dark conditions are affected by current 
through the channels, if there are channels in OFF-BCs. Other ionic currents such as 
calcium-dependent currents have been reported in the synaptic terminal of bipolar 
cells.1 By modeling the bipolar cells with integration of these ionic mechanisms, we 
can help elucidate how these cells play a role in visual information processing.

The five types of OFF-BCs in the mammalian retina are characterized by the 
temporal response to glutamate application.3,4 It is expected that OFF signals of 
visual information could be processed in parallel by these five channels.4 With the 
improvement of our model based on the electrophysiological evidence, we expect 
that visual information processing in the OFF pathway of the higher vertebrate 
retina will be clarified in detail, especially with respect as to why the five channels 
are needed. 
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1. Background and purpose

Each time one blinks, a stable tear film (TF) must reestablish itself on the ocular sur-
face to ensure the function and health of the eye. Although the formation of the TF
has been extensively studied both experimentally and theoretically,1,2 the influence
of the lid dynamics on the TF formation is still not fully understood. Experimental in-
strumentation does not yet have the capability to estimate the TF thickness in vivo
over the entire front of the eye, especially near the lids during a blink, where the eye-
lashes obstruct the view of the ocular surface. Additionally, a realistic blinking eye-
shapeddomainpresents challenges in approximating themotionof theTF in theoret-
ical studies. In this work, we overcome these theoretical challenges by implementing
a moving overset grid method to study the influence of the lid motion on the forma-
tion of TF.

2.Methods

The realistic eye-shapeddomain is describedby curves fit to the lidmarginof apartial
blinking eye. Figure 1 shows one frame from a video of a partial blink, and the curve
fit to the lid margin. In each frame of the video, a Fourier series in space, with fi�een
nodes, is fit using a least-squares approximation to the lid margin data. Next, each
coe�icient of the Fourier series describing the lid margin in each frame of the video
is treated as a time series of data and fit to a Fourier series in time with five nodes.
Thus, the shape of the eye, and boundary of our domain, ∂Ω(t), can be characterized
at any given time during the partial blink.
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Fig. 1. (Le�) Frame from a video of a blink with the curve approximating the lid margin. (Right)
A family of curves approximating the lid margin during the upstroke (top) and the downstroke
(bottom).

Here, we describe ourmathematicalmodel for the evolution of the aqueous layer
thickness of the TF, denoted by z = h(x, y, t). We assume the TF is aqueous tears
with fluid properties matching water and viscosity µ. In this work, we ignore gravita-
tional e�ects. On the ocular surface, approximated as the plane, z = 0, we assume
no slip and impermeability. At the TF/air interface, z = h(x, y, t), we assume the lipid
layer has rendered the surface tangentially immobile, and the di�erence in the nor-
mal stresses across the interface is equal to capillary pressure due to surface tension
σ. The characteristic length scale for theocular surface isL = 2 cm,whereas the char-
acteristic thickness of the tears isH = 16µm.3 The aspect ratio ε = H/L = 8×10−4

arisesasa small parameterwhenwenondimensionalize theNavier-Stokesequations;
we then apply lubrication theory4 to derive a thin film equation for the TF thickness:

∂h

∂t
= ∇ ·

(
h3

12∇p
)
, (1)

p = −S∆h, (2)

on (x, y) ∈ Ω(t), where p(x, y, t) denotes the pressure of the aqueous tears. The
nondimensional parameter S = ε3σ/µV ≈ 7.8× 10−7 characterizes the relative im-
portance of viscous and capillary e�ects. Changes inh are determined by spatial vari-
ations in the aqueous volumetric flux,Q = −h3

12∇p. Note that we solve the problem
as a system of nonlinear partial di�erential equations (PDEs) to facilitate the numeri-
cal approximation of the solution.5,6

To close the systemof PDEs, we enforce boundary conditions (BCs) tomimic real-
istic TF dynamics. The first specifies the TFmeniscuswidth at the lidmargins; specifi-
cally,we seth|∂Ω(t) = h0 = 13; dimensionally, 208µmfalls into the rangeof reported
average values for the tear meniscus width h0 from 6 × 10−5 m7,8 to 3.65 × 10−4

m.9 The second BC specifies the flux of fluid entering and exiting the exposed ocu-
lar surface; the flux may be chosen to mimic the lacrimal system as characterized by
Doane.10 Specifically, we may specify the aqueous volumetric flux,Q, normal to the
boundary:

Q(θ, t) · n∂Ω(θ, t) = Qlm(θ, t) +Qlg(θ, t) +Qp(θ, t), (3)
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where n∂Ω(θ, t) is the normal vector to lid margins at position θ and time t; θ is the
angle relative to the positive x-axis, with the y-axis at θ = π; Qlm(θ, t) is the flux
proportional to lid motion (FPLM);Qlg(θ, t) is the lacrimal gland influx; andQp(θ, t)
is the punctal drainage e�lux. In this work, we assume that during lid motion, the
lacrimal gland supply and punctal drainage are not active, i.e., Qlg = Qp = 0, and
the FPLM is given by:

Qlm(θ, t) = hlmv∂Ω(θ, t) · n∂Ω(θ, t), (4)

where v∂Ω(θ, t) is the velocity of the lid, found by taking the time derivative of the
double Fourier series representation of the lid margin.11 When hlm = h0, the tear
volume is conserved during the blink. When hlm = h0 − he/2, we assume there
exists a layer of aqueous tears of thickness he under the lid margins and there is a
Couette flow between the unexposed eye surface and the lids that enters and exits
the TF during the blink.11 In the results presented below, he = 1.6 (12% of the tear
meniscus width).

The initial TF thickness and pressure distributions are shown in Figure 2. The ini-
tial TF distribution is found by solving p = −S∆h, where the pressure distribution is
specified by p = −S(3.5x4 + 2y2 + 1), chosen to mimic features seen in vivo. The
initial dimensional tear volume is 21.25 µl which is eight times the 2.45 µl volume of
the TF estimated in vivo on an open eye.12

Fig. 2. The initial TF thickness (le�) and pressure distribution (right).

The evolution equations (1) and (2) are approximated using an overset moving
grid method in Overture (http://www.overtureframework.org). The eye-shaped do-
main is discretized usingmoving overlapping grids (a collection of logically rectangu-
lar curvilinear component grids)where aboundary-fitted grid is used to represent the
moving lids, and this grid overlaps with a stationary background Cartesian grid.13,14
Each component grid is definedby a smoothmapping fromcomputational space (the
unit square) to the physical domain. The governing equations are transformed to the
unit square and then discretized in space using standard finite di�erence approxima-
tions. On the moving boundary-fitted grid, the equations are solved in a moving co-
ordinate system. The solutions on the di�erent component grids are connected by
interpolation. The nonlinear equations are advanced in time using a second-order
accurate backward-di�erentiation (BDF) scheme. The numerical accuracy has been
verified on test problems with exact solutions.15
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3.Results

We validated the performance of the numerical approach on the current problem by
analyzing the conservation of the TF volume during the blink with no flux BCs. The
volume change is less than 2% of the initial tear volume for the entire blink cycle.

We now examine how di�erent flux BCs, linked to lid motion and lid speed, a�ect
the tear formation and subsequent TF breakup times.

3.1 TF formation: the upstroke

We first consider the no flux BC where TF volume is conserved. The le� panel in Fig-
ure 3 shows the evolution of the TF during the upstroke. As the upper lid opens, the
TF thins along the lid margin as more eye surface is exposed, thus creating the black
line (shownasdarkblue). The local thinningnear theupper lid is consistentwithprior
work with 1-Dmodels.2 However, nowwe can see how spatial variation in the lid mo-
tion a�ects TF formation. In this model, the black line first forms in the center of the
eye (θ ≈ π/2) and then extends towards the temporal canthus (θ ≈ 0). The thinning
continues as more eye surface is exposed, causing the radius of curvature of the up-
per meniscus to decrease. This creates an even lower pressure region in the upper
meniscus and accelerates meniscus-induced thinning.

The right panel in Figure 3 shows the evolution of the TF during the upstroke,
when aqueous tears are supplied from under the lids via the FPLM BC. The supplied
tears suppress the formation of the black line along the upper lidmargin. We still see
evidence of themeniscus-induced thinning in the corners, with the black line first ap-
pearing in the temporal canthus.

The di�erent flux BCs result in di�erent TF distributions at the end of the upstroke
and the endof the downstroke. Figure 4 compares the TF thickness a�er the upstroke
(t = 1) and a complete blink (t = 3/2). Unsurprisingly, in the upper meniscus, the
no flux BC simulation results in a thinner TF than with FPLM BC. In the center of the
exposed area, the di�erence in the thickness at the end of upstroke is nearly zero; the
e�ect of the flux BCs is localized to the menisci regions. Interestingly, at the end of
the downstroke, in the center of the exposed area, the no flux BC yields a thicker TF
than for the FPLM BC. The "snow plow" e�ect of the upper lid during the downstroke
causes more global thickness variation.

3.2 Tear relaxation: the interblink

Figure 5 shows the continuation of the tears supplied under lids during the upstroke
into the interblink period. A�er completion of the upstroke, the eye remains open for
∼2 seconds. The figure shows the TF thickness and the aqueous flux a�er the eye re-
mains open for approximately 1.5 seconds. Meniscus-induced thinning continues to
form the black line. As found in the priorwork on a stationary eye-shapeddomain,4,16
the tears in the lowermeniscus collect near the canthi due to the increased curvature
of the lid margin. An interesting flow pattern develops in the upper meniscus. In the
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Fig. 3. (Le�)TF thicknessduring theupstroke,when thevolume is conserved (no fluxBC). (Right)
TF thickness using the FPLMBC,where the upper lid exposes aqueous tears fromunder the lid.

nasal canthus, the tears continue to flow into the uppermeniscus region towards the
temporal canthus. Unlike previouswork on the stationary domain, we find the lower-
pressure region that forms in the upper meniscus during the upstroke continues to
draw fluid into the upper meniscus a�er the lid motion has stopped. These spatial
variations in the upper tear meniscus curvature at the end of the upstroke (and con-
sequently, thepressure) dependonspatial variations in the lid speedand influxes. We
note that adding punctal drainage and lacrimal gland supply may reverse that flow.

4. Conclusions and future perspectives

We find the formation of the TF during the upstroke is sensitive to the lid motion and
the tear supply from under lids. The local tear film thinning in the upper meniscus
is dependent on the rate of the exposure of the eye surface and the influxes/e�luxes.
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Fig. 4. The di�erence in the thickness distribution between the no flux and FLPMBCs. (Le�) The
end of the upstroke (t = 1). (Right) The end of the downstroke (t = 3/2).

Fig. 5. Relaxation of the TF during the interblink. The TF thickness and aqueous flux a�er the
eye has been open for 1.5 seconds.

Any spatial variation in the local tear film thinning rates establishes a flow within up-
permeniscus region. During the interblink period, we found that the curvature of the
lidmargin canaccelerate the formationof theblack linesbyestablishing low-pressure
regions in themenisci. In future work, themodel described here should be extended
to includegravitational andevaporativee�ects, andmore realistic influxes/e�luxes to
provide insight into the tear film dynamics near the upper lid during a blink, a region
that is di�icult to image.
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1. Background and purpose 

The unstable balance in secretions of lipids and aqueous fluid to tear film is a 
significant cause of dry eye disease (DED).1,2 Arita et al. demonstrated a simple but 
very eff ective method that classifies dry eye types to the aqueous deficient dry eye 
(ADDE) and the evaporative dry eye (EDE) by focusing on the dry eye type-unique 
appearances of interference fringe colors and patterns of tear films.3 We thought 
this simple classification is very helpful for diagnoses and treatments. However, 
diagnostic bias by unskilled observers remains an issue to be solved.3

The artificial intelligence (AI)-based support for diagnosis is one of the hottest 
topics in the field of ophthalmology research. We expected that the AI-based 
model would reduce bias in DED-type diagnoses. Many studies have been reported 
targeting retinal diseases like age-related macular degeneration and/or diabetic 
retinopathy. Most of the works established AI-based predicting models using 
images taken by fundus cameras and/or optical coherence tomography (OCT) 
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devices to capture disease-related structural disorders.4-7 In contrast, the interfer-
ence fringes dynamically change the colors and patterns spatiotemporally. To the 
best of our knowledge, there is no AI-based model studied for distinguishing ADDE 
and EDE using interference fringe images. However, an AI-based study classifying 
the condition of the tear lipid layer by analyzing the textures of interference fringes 
compared to the device-unique grades has been reported.8 This suggested the 
possibility of using the unstructured characteristics, such as colors and/or complex-
ities of interference fringes, as the numerical image features when building AI-based 
prediction models. In this study, we first examined several types of image charac-
teristics extracted from the colors and patterns of fringes to obtain effective image 
features for the DED-type classification. We then evaluated whether the AI-based 
models would have sufficient abilities for this type of prediction by comparing their 
diagnoses with those made by an ophthalmologist skilled in this classification (the 
founder of this type classification).3

2. Methods 

The interference fringe of tear film is generated by the phase difference between 
reflected lights from the surface of the lipid layer and the border formed between 
lipid and water layers (Fig. 1). It seems the colors and appearances of interference 
fringes are primarily determined only by the lipid conditions; however, we consider 
that the balance of secreted amounts of lipid and water component in tear film is 
key to keep the appearance of the interference fringe at normal type. Therefore, 
the interference fringe would show a colorful and complex appearance (ADDE 
type) when the balance is off due to conditions such as excess secretion of the lipid 
component and/or shortage of the water component, since the excess amount of 
lipid might be pooled at the lower side of the corneal surface due to the shortage 
in upward movement of the tear film. The pooled lipids would induce an uneven 
thickness of lipid layer, and this could cause the colorful and complex appearance 
of the interference fringe.

Interference fringe images were taken with the Kowa DR-1α tear interferometer 
(Kowa Company Ltd., Tokyo, Japan) at 5 seconds after blinking (Fig. 1A and B). We 
used these fringe images to build the linear support vector machine (SVM)-based 
machine learning (ML) models. We converted the unstructured properties (charac-
teristics), such as fringe colors, color saturations, color diversities, and/or textures 
of fringes, to numerical values through several image processing techniques. These 
numerical values were normalized to range from 0 to 1 to define the image features 
used for this study. Examining image characteristics in a multifaceted manner, we 
finally chose a minimum necessary of 11 image features to build the models. A 
detailed definition of each image feature is shown in Table 1 and examples explaining 
how to extract the numerical values from interference fringe images are shown in 
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Fig. 1A. Typical interference fringe color images captured by the Kowa DR-1α. (A) Interference 
fringes are generated on the surface of tear film under special illumination of the device. The 
colors of the fringes represent the thickness of the lipid layer, which covers the water layer of 
tear film. (B) Interference fringe images show dry-eye-specific colors and appearances. (C) 
Eleven image features (IFs) optimized to classify three dry-eye types were prepared by using 
several image processing techniques. IFs can be divided to three categories by the functions: 
1. IFs represent color properties of IFCIs (IF1 ~ IF6); 2. IFs show the existences of breakup of 
tear film (IF8 and IF9); and 3. IFs show the size and location of interference fringes (IF7, IF10, 
and IF11).
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Figure 1C and Figure 2A. Image features were averages and/or standard deviations 
and/or region of interest (ROI) areas calculated from pixel values of color channels, 
and can be largely sorted into three classes: 

1. class-1 represents color properties of interference fringes obtained as 
averaged pixel values of color channels (including IF1, IF3, and IF5); 

2. class-2 indicates complexities of fringe appearance and/or colors determined 
by the variations of pixel colors for complexities of whole cornea areas or 
local cornea area (including IF2, IF4, IF6, IF8, and IF9); and 

3. class-3 shows localizing areas of fringes and breakups of tear film in the 
corneal surface (including IF7, IF10, and IF11).

We collected 138 images (46 images were contained in each type) to build ML models. 
The models were trained using training images (including 31 randomly chosen 
images from each type, for a total of 93 images) and type predictions were examined 
using 45 residual images containing 15 images for each type, with averaged values 
and standard deviations calculated from 10-time-running using randomly chosen 
data from the data set. DED types predicted by the ML models were compared to 
ones diagnosed by a skilled ophthalmologist to obtain F-scores and Kappa coeffi-
cients. We also ranked image features by the significance in efficacies of type classi-
fication from the F-scores under independent use.

Table 1. Definitions of image features

ID Name Definitions of image features

IF1 RedAVG Averaged pixel value of red channel of target area

IF2 RedSD Standard deviation of red channel of target area

IF3 BlueAVG Averaged pixel value of blue channel of target area

IF4 BlueSD Standard deviation of blue channel of target area

IF5 SatAVG Averaged pixel value of saturation of target area

IF6 SatSD Standard deviation of saturation of target area

IF7 (SatHI)0.5 Square root of pixel number where saturation shows high level

IF8 LCIRED Local complexity of pixel value of red channel of SD image

IF9 LCIBLUE Local complexity of pixel value of blue channel of SD image

IF10 ICRHI Averaged pixel value of upper area of inter-channel ratio (R/B) image

IF11 ICRLO Averaged pixel value of lower area of inter-channel ratio (R/B) image
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3. Results 

First, we examined the ability of every single image feature to predict DED type. As 
shown in Figure 2B, the image feature defined as BlueSD(IF4) had the lowest con-
tribution for normal-type prediction, while ICRLO(IF11) had the highest contribu-
tion. Likewise, the lowest and highest image features for ADDE-type prediction 
were ICRHI(IF10) and (SatHI)0.5 (IF7), respectively, while LCIRED(IF8) and RedSD(IF2) had 
the lowest and highest features for EDE-type prediction, respectively. Distance 
of prediction from diagnosis (DP), indicating combined error in the predicting 
performance of each image feature (lower value had lower error), was given by each 
F-score value (FSNORMAL, FSADDE, and FSEDE) as below:

 DP =   
 (1 −  FS  NORMAL  )  +  (1 − FS  ADDE  )  +  (1 −  FS  EDE  ) 

   ______________________  3         (1)

Fig 2. Definition and ability in independent use of each image feature. (A) An example of 
image processing to extract image features (IF1 – IF4) from the split channels of interference 
fringe image.  Averaged pixel values (IF1: RedAVG and IF3: BlueAVG) and standard deviation 
values (IF2: RedSD and IF4: BlueSD) were calculated by only targeting the areas of interference 
fringe limited by thresholding values applied to pixel brightness. (B) Ability of each image 
feature to classify DED types under individual use. The abilities were indicated as F-scores 
and colored as heat map (blue for lower and red for higher values). Image features were 
ranked by the integrated ability of DED-type prediction (defined by Equation 1 as shown 
in Results section). (C) DED-type dependent trends were visualized by image feature values 
shown as heat map.  
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DP values showed that SatSD(IF6) was the most significant image feature for 
type-predicting ability, while LCIRED(IF8) was the least significant one. We found 
DED-type-specific trends in image feature values when using the five most significant 
image features determined by the DP values (IF6, IF7, IF2, IF5, and IF11 ranked under 
independent use, Fig. 2C). Normal type showed very low image feature values in 
almost all interference fringe images except IF2. ADDE type very clearly indicated 
very high values in all image features and EDE type showed moderate image feature 
values except for IF2, which showed very low values. In general, normal-type images 
tended to show clear fringe patterns with very lower color saturations; ADDE-type 
images showed complicated fringes containing many colors with higher saturations. 
In contrast, EDE-type images had a uniform and slightly colored surface with no 
fringes just aft er blinking. In many cases of ADDE and EDE patients, fringe images 
were accompanied by breakups of tear film. In the areas where tear film broke up, 
local roughness increased as a complicated texture (IF8 and IF9). These trends 
seemed to be the strong driving forces that would bring accurate type prediction 
by our ML models. 

Next, we determined the minimum number of image features necessary to create 
accurate ML models (Fig. 3A). All three types (normal, ADDE, and EDE) showed an 
increase in accuracy rates depending on the number of image features added to the 
models; the accuracy rate curves were followed by plateaus at nine image features. 
In addition, predictions using all 11 image features showed higher accuracy rates 
than ones assessed by the most significant 5 image features (Fig. 3B). This indicated 
that 11 was the suff icient minimum necessary number of image features for this 
case. 

Our ML model built using 11 image features showed eff ectively high F-scores 
(normal, 0.845 ± 0.067; ADDE, 0.981 ± 0.023; EDE, 0.815 ± 0.095) and high inter-rater 
agreement value (kappa coeff icient = 0.820) with the predetermined DED-types 

Fig 3. Accuracy rates of our ML model to predict DED type. (A) Dependencies of accuracy rate 
of DED-type prediction on the increase in applied number of image features. Image features 
were added to the queue with an order of [IF1, IF3, IF5, IF7, IF8, IF10, IF2, IF4, IF6, IF9, IF11]. 
(B) Diff erent eff icacies observed under the diff erent sets of the five selected image features 
chosen by the rank in the ability of prediction (determined in Fig 2B). (C) Accuracy rates of 
DED-type prediction evaluated by our ML model using 11 image features. (D) Accuracy rates 
of DED-type prediction evaluated by orthodox ML model (bag of visual words) using 64 auto-
matically determined image features.
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diagnosed by the skilled ophthalmologist, whereas the orthodox method using “bag 
of visual words” technique (we used 64 automatically determined image features 
by the algorithm to predict the types) showed very low F-scores (normal, 0.587 ± 
0.146; ADDE, 0.669 ± 0.073; EDE, 0.549 ± 0.088) and agreement (kappa coefficient 
= 0.367). These results strongly indicate that the ML model built with a small but 
highly capable number of image features generated through minute investigation 
is able to bring effective diagnostic support, even though the image features have 
been created from non-structural image characteristics.

4. Conclusions and future perspectives

In this study, we originally developed a ML-based predictive model for DED diagnosis. 
In a previous study, it was reported that inter-rater agreement showed wide variation 
between observers in a range from 0.57 to 0.94.3 Even though we were not able to 
examine the same data set used in the report, our ML model demonstrated almost 
perfect inter-rater agreement with those diagnosed by the skilled ophthalmolo-
gist. The results indicate that our predictive model would help reduce diagnostic 
biases by providing observers with additional accurate diagnostic support, which 
is one of main purposes of this work. Nevertheless, accuracy rates for normal- and 
EDE-type predictions are lower than the accuracy rate for ADDE. We believe this is 
caused by the lower distinction between normal and EDE types, since they showed 
similar appearances in fringe colors. Our next step will be to further examine other 
image features that may enhance model performance in distinguishing between 
normal and EDE types, hence confirming the ability of this model through clinical 
evaluations using images collected from many more patients.
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1. Background and purpose

Benzalkonium chloride (BAK) is a mixture of aliphatic C12 and C14 quaternary 
ammoniums. These molecules are traditionally used to preserve eye drops because 
of their bactericidal and bacteriostatic properties.1,2 The compounds of BAK have 
an amphiphilic character, hence it can be assumed that on the ocular surface they 
can interact and alter the properties of the tear film lipid layer (TFLL). Indeed, BAK 
was demonstrated to decrease the breakup time in patients, which is a hallmark 
of TFLL destabilization.3-6 The amphiphilic and water-soluble C12 and C14 BAK 
molecules are expected to act predominantly at the aqueous-lipid interface that, as 
we have demonstrated earlier, is populated mostly by polar lipids.7,8 Notably, these 
BAK species are short-chain analogues of cetalkonium chloride (CKC) that, as we 
have shown previously, interact with the TFLL model, improving its stability.9 We 
hypothesize that by influencing polar lipids, BAK (C12 and C14) can alter the details 
of molecular-level interactions between individual species of TFLL and indirectly 
influence the macroscopic behavior of the film, in particular its organization and 
stability.
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Fig. 1. Number of water-nonpolar lipid contacts (defined employing 08 nm cutoff ) per 
interfacial unit area in the system with full polar sublayer and the systems with 20% reduction 
of polar lipids. Influence of BC8, BC12, and CKC on polar lipids-deficient TFLL model is shown.
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2. Methods

In order to assess molecular-level properties of TFLL models, we employed in silico 
molecular dynamics (MD) simulations. This technique, widespread in biophysics, 
is unique in providing molecular-level information regarding the organization of 
molecular species, particularly at interfaces. In MD simulations, we considered lipid 
films at the water-air interface by employing coarse grain MARTINI model.10 This 
approach was proven to realistically model the biophysical properties of tear film 
(TF) and TFLL in our earlier studies.7,11,12 In the model, the lipid composition of TFLL 
was approximated by using main lipid classes found in human tears in lipidomics 
studies.13 More specifically, 1-palmitoyl-2-oleoyl-phosphatidylcholine (POPC); 
1-palmitoyl-2-oleoyl-phosphatidylethanolamine (POPE); N-palmitoyl-d-eryth-
rosphingosine (PPCE); and N-palmitoyl-d- erythro-sphingosylphosphorylcho-
line (PPCS) were used as polar lipids employing the ratio found in the lipidome of 
human TF.13 Nonpolar lipid fraction was modeled by equimolar mixture of glycerine 
trioleate (TO) and cholesteryl oleate (CO). In order to address the issue of BAK inter-
actions with deficient TFLL, here we used our previous TFLL in silico model7 with 
20% of polar lipids removed. The polar lipids-deficient system was chosen in order 
to facilitate incorporation of BAK in the polar sublayer. Furthermore, such a system 
is a practical model of TFLL with decreased structural stability. Molecules of BAK, 
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namely, benzalkonium cations with either a C8 or C12 lipid chain (designated as 
BC8 and BC12) were added to the polar lipids-deficient TFLL model. Additionally, 
we considered C16 BAK analog, i.e., CKC. All three types of molecules were param-
eterized in-house using a standard MARTINI approach. In MARTINI representation, 
roughly four-to-one coarse graining is used for heavy atoms. Hence, for instance, 
POPC acyl chains containing 16 and 18 carbon atoms are represented, correspond-
ingly, by 4 and 5 coarse grain beads that model hydrocarbon groups. Accordingly, 
the molecules of BC8, BC12, and CKC have two, three and four hydrocarbon beads 
in their nonpolar chain. 

The simulation box typically consisted of 6000-25,000 lipids and 90,000-350,000 
water beads. A lateral size of 34 x 34 nm2 was considered, corresponding to a 
laterally relaxed TFLL model.7 MD trajectories of ~2 μs duration were simulated 
under equilibrium conditions. A lipid film completely covering the water surface was 
equilibrated at the water-air interface and its properties were analyzed.

3. Results

In our previous study, we identified a reduction of polar lipids in the TFLL model as 
a major factor leading to lipid film destabilization.9 A reduced number of polar lipids 
results in enhanced water-nonpolar lipid contacts, the latter being an unfavorable 
factor reducing TFLL stability. The number of these contacts in the TFLL model 
(100% polar) as well as in the polar lipid-deficient system (80% polar) are shown 
for comparison in Figure 1. In the case of supplementation by BC8, BC12, and CKC, 
these unfavorable contacts are clearly reduced. The extent of this reduction can be 
ordered as BC8 < BC12 < CKC. It proves that all three considered surfactants interact 
with the TFLL model. Moreover, it can be indirectly concluded that their presence 
would enhance model stability. 

The details of molecular-level interaction between the system components can 
be analyzed using density profiles, as shown in Figure 2. In the case of all three 
considered surfactants, the supplemented molecules are localized in the polar 
sublayer of the considered TFLL model. Their polar headgroups (red dashed lines) 
are located somehow closer to the nonpolar layer than the headgroups of phospho-
lipids, while their tail terminals (red solid lines) penetrate into the nonpolar layer. 
A separation between the headgroup-tail terminal increases in a row BC8 < BC12 < 
CKC. Overall, all three surfactants accommodate into the polar sublayer, in between 
other polar lipids, somewhat sealing the interface and hence, reducing water-non-
polar lipids contacts as discussed beforehand.

Further insight into localization of BAK and CKC in the polar layer can be obtained 
from an analysis of their orientation with respect to other lipids. In Figure 3, the tilt 
angles of BC8, BC12, and CKC are compared with those of sn-2 (oleoyl) chains of 
POPC phospholipids in the corresponding systems as well as in the TFLL system 



Fig. 2. Density profiles (number of molecules as a function of a distance from the simulation 
box center) of selected atoms/groups of the molecules present at the water air interface. 
The profiles of the polar headgroups of the considered phospholipids (POPC NC3, POPE 
NH3, PPCS NC3, PPCE OH1) are shown together with the glycerol backbone of TO molecule 
(TO GLY), C2 carbon of CO, and water. Profiles of polar headgroup (SC2) and nonpolar chain 
terminals of the supplementing surfactants (BC8 C2, BC12 C3, and CKC C4) are also depicted.

Fig. 3. Tilt angle distributions of selected chains. The tilt angle is defined as the angle 
between the vector formed between the initial and terminal carbon atom of a chain and the 
interface normal. The angle of 180° corresponds to a chain oriented perpendicular to the 
water-air interfaced and directed toward the nonpolar lipids phase. The angle of 90°(marked 
in the plot with dashed line) corresponds to a chain parallel to the interface. The angle of 
0° describes a chain oriented perpendicular to the interface and directed toward the water 
phase.
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Fig. 4. A cartoon representation of tilt angles and orientation of CKC, BC12, and BC8 molecules 
in the TFLL model. Estimates of the most populated tilt angle values from Figure 3 are given.
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without polar lipids deficiency. First, the sn-2 chains in all considered cases attain 
orientations parallel to the water-air interface, pointing toward the nonpolar lipids 
phase. Such an orientation was observed also in our previous studies of relaxed 
TFLL models.7,14 Second, all three surfactants have reduced values of tilt angles with 
respect to sn-2 of POPC. This eff ect is weak in the case of CKC, more pronounced in 
BC12, and the most significant in BC8. It demonstrates that the hydrophobic chains 
of the added surfactants do not fully match orientation of their phospholipid coun-
terparts in the polar sublayer of TFLL model. Notably, the chains of BC8 and BC12 
have non-negligible angle populations below 90° C, which means that the nonpolar 
tails of these molecules reorient toward the water phases.

In Figure 4, a schematic representation of the calculated tilt angles and 
orientation of the surfactants is shown. This representation also corresponds to 
typical snapshots observed during MD simulations (not shown). It can be seen that 
orientation of CKC molecules is close to that of other polar lipids, while in the case 
of BC12 and BC8 it is less ordered. In particular, BC8 is able to significantly reorient 
while being in the polar sublayer, forming defects in the polar lipids structure. 

4. Conclusions and future perspectives

According to MD simulations, all three considered surfactants, BC8, BC12, and 
CKC, incorporate into the polar sublayer of the TFLL model. As they populate the 
water-lipid interface, they reduce water-nonpolar lipids contacts. The details of 
their orientation in the lipid film diff er. CKC, which is the longest from the considered 
surfactants molecules, behaves similarly to the phospholipids that form the polar 
sublayer; it is predominantly located parallel to the phospholipid acyl chains, with 
its headgroup pointing toward the aqueous subphase. On the other hand, both BC8 
and BC12 attain a more flexible orientation, with their hydrophobic chains being 
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able to reorient. This reorientation is particularly significant for the shortest BC8 
with its tail often pointing toward the aqueous subphase. Overall, the obtained 
molecular-level picture allows to conclude that CKC stabilizes the TFLL (as seen in 
patients and in vitro),15-17 while the shorter BAK molecules may have a destabilizing 
effect, similar to that observed experimentally.3,18,19
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Abstract

Purpose: The study of retinal blood vessel morphology is of great importance in 
retinal image analysis. The retinal blood vessels have a number of distinct features 
such as width, diameter, tortuosity, etc. In this paper, a method is proposed to 
measure the tortuosity of retinal blood vessels obtained from retinal fundus images. 
Tortuosity is a situation in which blood vessels become tortuous, that is, curved or 
non-smooth. It is one of the earliest changes that occur in blood vessels in some 
retinal diseases. Hence, its detection at an early stage can prevent the progression of 
retinal diseases such as diabetic retinopathy, hypertensive retinopathy, retinopathy 
of prematurity, etc. The present study focuses on the measurement of retinal 
blood vessel tortuosity for the analysis of hypertensive retinopathy. Hypertensive 
retinopathy is a condition in which the retinal vessels undergo changes and become 
tortuous due to long term high blood pressure. Early recognition of hyperten-
sive retinopathy signs remains an important step in determining the target-organ 
damage and risk assessment of hypertensive patients. Hence, this paper attempts 
to estimate tortuosity using image-processing techniques that have been tested on 
artery and vein segments of retinal images. 
Design: Image processing-based model designed to measure blood vessel tortuosity. 
Methods: In this paper, a novel image processing-based model is proposed for 
tortuosity measurement. This parameter will be helpful for analyzing hyperten-
sive retinopathy. To test the eff ectiveness of the system in determining tortuosity, 
the method is first applied on a set of synthetically generated blood vessels. Then, 
the method is repeated on blood vessel (both artery and vein) segments extracted 
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from retinal images collected from publicly available databases and on images 
collected from a local eye hospital. The blood vessel segment images that are used 
in the method are binary images where blood vessels are represented by white 
pixels (foreground), while black pixels represent the background. Vessels are then 
classified into normal, moderately tortuous, and severely tortuous by following 
the analysis performed on the images in the Retinal Vessel Tortuosity Data Set 
(RET-TORT) obtained from BioIm Lab, Laboratory of Biomedical Imaging (Padova, 
Italy). This database consists of 30 artery segments and 30 vein segments, which 
were manually ordered on the basis of increasing tortuosity by Dr. S. Piermarocchi, 
a retinal specialist belonging to the Department of Ophthalmology of the University 
of Padova (Italy). The artery and vein segments with the fewest number of turns are 
given a low tortuosity ranking, while those with the greatest number of turns are 
given a high tortuosity ranking by the expert. Based on this concept, our proposed 
method defines retinal image segments as normal when they present the fewest 
number of twists/turns, moderately tortuous when they present more twists/turns 
than normal but fewer than severely tortuous vessels, and severely tortuous when 
they present a greater number of twists/turns than moderately tortuous vessels. On 
implementing our image processing-based method on binary blood vessel segment 
images that are represented by white pixels, it is found that the vessel pixel (white 
pixels) count increases with increasing vessel tortuosity. That is, for normal blood 
vessels, the white pixel count is less compared to moderately tortuous and severely 
tortuous vessels. It should be noted that the images obtained from the different 
databases and from the local hospital for this experiment are not hypertensive 
retinopathy images. Instead, they are mostly normal eye images and very few of 
them show tortuous blood vessels. 
Results: The results of the synthetically generated vessel segment images from the 
baseline for the evaluation of retinal blood vessel tortuosity. The proposed method 
is then applied on the retinal vessel segments that are obtained from the DRIVE 
and HRF databases, respectively. Finally, to evaluate the capability of the proposed 
method in determining the tortuosity level of the blood vessels, the method is tested 
with a standard tortuous database, namely, the RET-TORT database. The results are 
then compared with the tortuosity level mentioned in the database. It was found 
that our method is able to classify blood vessel images as normal, moderately 
tortuous, and severely tortuous, with results closely matching the clinical ordering 
provided by the expert in the RET-TORT database. Subjective evaluation was also 
performed by research scholars and postgraduate students to cross-validate the 
results. 
Conclusion: The close correlation between the tortuosity evaluation using the 
proposed method and the clinical ordering of retinal vessels as provided by the 
retinal specialist in the RET-TORT database shows that, although simple, this 
method can evaluate the tortuosity of vessel segments effectively. 
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1. Introduction 

The retina, which forms the third and inner coating of the eye, contains arteries 
and veins. These retinal blood vessels can be easily imaged non-invasively using a 
fundus camera.1 Retinal vessels have a number of observable features such as width, 
diameter, tortuosity, etc. These blood vessels are part of the circulatory system that 
supplies oxygen and nutrients throughout the body. The arteries carry oxygenated 
blood away from the heart to the body, while veins carry deoxygenated blood from 
the body to the heart. Thus, the retinal arteries supply oxygenated blood to the 
retina, while the retinal veins carry away oxygen-poor blood from the retina. Hence, 
proper functioning of arteries and veins is essential for a healthy retina; changes 
in retinal vessel features can lead to an unhealthy retina. The pathophysiological 
changes of these features may be associated with retinopathies or cardiovascular 
disease.2

The term retinopathy refers to damage to the retina. Hypertensive retinopathy is a 
condition in which the retinal vessels undergo changes due to high blood pressure.3 

The various vascular signs that arise from elevated blood pressure include arteriolar 
narrowing, arteriovenous nicking, cotton-wool spots, hard exudates, and optic disc 
swelling.4 Individuals with elevated blood pressure often develop an abnormal 
curvature along the vessel length, which is referred to as tortuosity.5 Generally, in 
individuals with normal blood pressure (120/80 mmHg), blood vessels have smooth 
inner walls and blood flows through them without any trouble. However, when this 
pressure rises, i.e., in cases of hypertension (140/90 mmHg or higher over a number 
of weeks), blood flows through the vessels with a large force, damaging blood vessel 
walls in such a way that they become thick and non-smooth. This, in turn, causes 
blood vessels to take on twisted paths, giving rise to tortuosity. Hence, in cases of 
acute hypertension, there is an increase in vascular tortuosity.6 Figures 1a and 1b 
show a retinal image with normal blood vessels and tortuous blood vessels, respec-
tively. The normal blood vessels are smooth, whereas the tortuous blood vessels 
are not smooth in appearance. Thus, a blood vessel is said to be tortuous when it 
presents several twists and turns instead of being straight or gently curved.7 

Hypertension leads to a number of complications. Hypertensive retinopathy 
is considered to be one such major complication. A person with hypertensive 
retinopathy may also develop other complications of hypertension, such as car-
diovascular risk and nephropathy.8 Hypertensive retinopathy is also associated 
with congestive heart failure, cerebrovascular disease, and stroke mortality.4 A 
study showed that hypertensive retinopathy is linked to coronary heart disease.9 
In a population-based study among individuals with hypertension, hyperten-
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sive retinopathy was related to an elevated risk of stroke. Thus, for hypertensive 
individuals, retinal examination can provide necessary information to determine 
the risk of stroke.10 Retinal examination of hypertensive patients shows that vessel 
tortuosity increases in case of long-term acute hypertension. Hence, in this work, 
we present a method based on image processing techniques for measuring retinal 
blood vessel tortuosity. The proposed method considers both retinal arteries and 
veins for the purpose of evaluating tortuosity. 

2. Literature review 

Different methods have been proposed to assess retinal vessel tortuosity. Sharbaf 
et al. proposed a curvature-based algorithm for automatic grading of retinal vessel 
tortuosity.11 The algorithm was applied to evaluate tortuosity in single vessels as 
well as in a vessel network. To measure tortuosity, the authors used the concept of 
curvature, which is a mathematical measure for how inflected a curve is at a certain 
coordinate. The method used for calculating curvature is the template disc method. 
The basic principle of curvature calculation using this method is to relate the area 
between the curve and a template disc of a suitable radius of curvature, as shown 
in Figure 2. To calculate curvature at a point p(x,y), initially a template disc of radius 
b is drawn around the point. Then the center of the Cartesian coordinate system is 
set on the point. In the figure, f(x) is a planar curve representing the blood vessel, A 
is the area between the curve and the template disc of radius b,   θ  c    is the cross-over 
angle between the template disc and the cross-over point (  k  cp   ) with respect to the 
x-axis. The authors have defined the curvature as k =   1 ⁄ A   2   .       Thus, for a large area, 

Fig. 1. Retinal fundus images with (a) normal blood vessels and (b) tortuous blood vessels.
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the curvature is small and vice versa, as shown in Figure 3. Aft er calculating the 
curvature using the above equation for a single vessel, tortuosity is evaluated for the 
vessel network. The authors segmented the blood vessels, generated the vascular 
skeleton map, and evaluated the tortuosity using the formula:

 τ = 1 _ m    ∑ i = 1   m     k  i           (1)

where   k  i    denotes curvature for the   i   th   point on the vessel map and m denotes the 
total number of points for which curvature is measured. The authors used three 
databases to find the correlation between their algorithm and the results obtained 
for these databases. For evaluating tortuosity in a single vessel, the authors used the 
RET-TORT dataset obtained from BioIm Lab, Laboratory of Biomedical Imaging.12 

This database was introduced by Grisan et al.13 and comprises 30 artery segments 
and 30 vein segments from normal and hypertensive patients, arranged in order of 
increasing tortuosity by an expert. In this case, the correlation between the ranking 
obtained by the algorithm developed by the authors and the expert’s ranking is 
0.94. The second dataset was provided by Khatam-Al-Anbia Hospital, Mashhad 

Fig. 2. Curvature calculation using the template disc method. 

Fig. 3. Approximating area A using the cross-over point of the curve and the template disc.
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(Iran), consisting of ten full retinal images diagnosed with diabetic retinopathy and 
used for measuring vessel network tortuosity. Based on tortuosity, the images 
in this dataset are arranged by many experienced experts. Here, the correlation 
between the method introduced by the authors and the subjective results is 0.95. 
The third database comprised a private databank containing 120 full retinal images 
diagnosed with retinopathy of prematurity (ROP), which was also used to measure 
vessel network tortuosity. The authors evaluated the performance of their algorithm 
and obtained a correlation of 0.7 in this case.

Cavallari et al.14 proposed a semi-automated, computer-based method for 
automatic analysis of retinal images in hypertensive retinopathy. The authors 
defined the tortuosity index as a measure of blood vessel tortuosity. They considered 
16 subjects with hypertensive retinopathy and fundoscopy was carried out using a 
digital fundus camera. Using a software called Cioran, the authors calculated the 
tortuosity index following three steps: 

1. vessel extraction;
2. vessel tracking; and
3. measurement of tortuosity index.

The vessel path is automatically extracted by the process of iterative runs of the 
subtract background task. On selecting the starting and end points of the vessel 
segment by the operator, Cioran automatically tracks the vessel. Lastly, for the 
measurement of tortuosity index, the Bezier and Spline interpolation method is 
used. Thus, the vessel path is described by a regular analytical function y = f(x). 
The operator selected start and end points were set to y = 0. The computation of 
tortuosity index takes into consideration:

1. the area under the curve described by the segment of the vessel; and 
2. the number of times directional changes occur along the vessel path. 

The directional changes correspond to the points where the first derivative of the 
analytic function is equal to zero and the vessel path changes its slope.

Turior et al.15 have proposed curvature-based tortuosity metrics in the retinal 
blood vessels of premature infants. Tortuosity is evaluated by estimating the 
curvature of each point over some region and then adding the curvature at every 
pixels of the vessel. The curvature at each point is calculated by proper pairing of 
chain codes and related chain code rules. The chain code representation is based on 
certain geometric concepts that are related with the straightness or non-straight-
ness of a digital curve. Figure 4 depicts a segment of a digital curve showing pair 
of chain codes for k = 8. The discrete curvature around the concerned point   p  i    is 
obtained by using the expression:

 k ( p  i  , k)  = 1 _ k    ∑ j = 1  k     min  {min ( f  i + j   '   , 8 −  f  i + j   '   ) , min ( f  i+ j   ' (+1)  , 8 −  f  i +j   ' (+1)  ) , min ( f  i +j   ' (−1)  , 8 −  f  i + j   ' (−1)  ) } ,  
where
  f  i +j   '    =  | f  i + j   −  f  i − j + 1  | , 
  f  i + j   ' (+1)    =  | f  i + j + 1   −  f  i − j + 1  | , 
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  f  i + j   ' (−1)    =  | f  i + j   −  f  i − j  |          (2)

where   f  i + j    and   f  i − j    are the chain code of the   j   th   leading and following point with respect 
to the point of interest   p  i   , respectively, is an integer given by f = 0,1,2,..., and k is the 
number of points used for calculating curvature. After calculating the curvature, the 
authors estimated the tortuosity of blood vessel as:

 τ =  (  
 n  ic   − 1

 _____  n  ic     )  1 _ L    ∑ i = 1  n    k ( p  i  , k)        (3)

  n  ic    and L are the number of inflection points and arc length, respectively, and n 
is the number of pixels in the vessel segment considered. The authors used the 
Naive Bayes neural classifier to classify non-tortuous, semi-tortuous, or extreme 
tortuous vessels on 45 retinal images. The retinal images were obtained from the 
Digital Imaging Research Centre of Kingston University (London, UK), Department 
of Ophthalmology of the Imperial College (London , UK) and Thammasat Hospital 
(Thailand). Following this, the authors achieved the best sensitivity and classifica-
tion rate of 97.8% and 93.6% for non-tortuous, semi-tortuous, and extreme tortuous 
vessel segments, respectively. 

El Abbadi and Al Saadi16 proposed a method for automatic human retinal vessel 
tortuosity measurement. The authors used a mask filter to trace the vessel along 
its course; tortuosity was then evaluated using the arc-to-chord ratio. A 3 × 3 mask 
(Fig. 5) is created and used to calculate vessel segment tortuosity. The center of the 
mask is placed over the first pixel of the blood vessel segment. The mask is then 
moved along the complete length of the vessel segment to determine its length. 

Fig. 4. A segment of a digital curve showing pair of chain codes for k = 8. 

Fig. 5. A 3 × 3 mask used for 
evaluating tortuosity.
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The movement of the mask from left to right also provides its orientation. There are 
nine possible orientations of the blood vessel segment pixels according to the filter. 
Figure 6 shows the orientation of the blood vessel segment using the 3 × 3 mask. In 
Figure 6, the blood vessel segment pixels are represented in gray, whereas white 
represents the background. 

Then, using the Euclidean distance, the straight distance between the first and 
last points of the vessel is calculated as: 

  D  straight   = √ 
______________

    ( x  N   −  x  1  )    2  +   ( y  N   −  y  1  )    2           (4)

where, (  x  1  ,  y  1   ) are the coordinates of the first point and (  x  N  ,  y  N   ) are the coordinates of 
the end point of the vessel segment, respectively. 

The arc length   L  arc    when the mask reaches the last pixel in the blood vessel 
segment is obtained by adding the distance between consecutive points in the 
vessel. Mathematically: 

  L  arc   = √ 
_______________

    ( x  i + 1   −  x  i  )    2  +   ( y  N   −  y  i  )    2          (5)

where (  x  i  ,  y  i   ) are the coordinates of the   i   th   pixel in the vessel segment consisting of N 
constituent points. 

Finally, tortuosity is calculated using the formula:

 Tortuosity =     
 L  arc   ___  D  straight  

          (6)

Fig. 6. Probable orientation of the blood vessel from the mask. 
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After a detailed survey of the available literature, we found that several authors have 
proposed different methods for evaluating tortuosity. However, there is ample room 
for contributions on evaluating tortuosity in hypertensive retinopathy images. Early 
detection of this disease is crucial to avoid its related risks. The current trend for 
tortuosity evaluation is based on manual examination of fundus photographs by 
human experts. Thus, there is a need to develop a method that could assist experts 
in determining tortuosity automatically, which is the purpose of the present work. 
This paper presents an image processing-based method for evaluating retinal blood 
vessel tortuosity automatically.

3. Methods 

A block diagram of our proposed method is shown in Figure 7. 

3.1. Input retinal images 
A total of 55 retinal images are considered in the present work. Of these 55 images, 20 
images were collected from the publicly available DRIVE database,17 30 images were 
collected from the publicly available High-Resolution Fundus (HRF) database,18 and 
5 images were collected from a local eye hospital, the Chandraprabha Eye Hospital 
(Jorhat, Assam, India). Figure 8a shows a retinal image, obtained from the DRIVE 
database, used as input in the proposed method. 

3.2. Pre-processing 
After acquiring the retinal image, the first stage is pre-processing the image. The 
main function of this step is to obtain uniform illumination in all retinal images. After 
the pre-processing stage, the images are more suitable for use in the later stages. 
Pre-processing consists of three main steps: green channel extraction, image 
complement and histogram equalization. 

1. Green channel extraction: The input retinal images from the different 
databases and from the local hospital are all color images. The color images 
consist of three main color bands: red (R), green (G), and blue (B), known as 
RGB images. However, the green band is extracted from this RGB image as 
it provides a good contrast between the blood vessels and the background 
(Fig. 8b). 

2. Image complement: The green band image is turned into a negative image 

Fig. 7. Block diagram of the proposed model for tortuosity evaluation. 
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in order to make the light areas become darker and vice versa for further 
processing (Fig. 8c). 

3. Histogram equalization: An image enhancement technique known as Contrast 
Limited Adaptive Histogram Equalization (CLAHE) is used to enhance image 
contrast. The image is divided into a number of small, non-overlapping 
regions called tiles and the local contrast of all the regions is enhanced.19 The 
contrast enhanced image is shown in Figure 8d. 

3.3. Segmentation 
The next step after pre-processing is the segmentation of the histogram equalized 
retinal image. The main function of this step is to extract the blood vessels given 
that they are the focus of the proposed method. It consists of two main steps: mor-
phological opening and image binarization. 

1. Morphological opening: Erosion and dilation are the two basic morphologi-
cal operations.20 When pixels are added to the object boundaries, the object 
expands; this process is known as dilation. When pixels are removed from 
the object boundaries, it is known as erosion, which leads to shrinkage of 
objects. Here, a disc-shaped structuring element of radius 19 is used to 
remove objects, such as the optic disc, from the retinal image. For this, 
erosion is performed first, followed by dilation operation. Figure 8e depicts 
the result of the opening operation. A disc-removed image is then obtained 
by subtracting the opened image from the CLAHE image (Fig. 8f). 

2. Image binarization: Image binarization is the process of creating a binary 
image with only two sets of pixel values: white as foreground and black as 

Fig. 8. Results of pre-processing and segmentation: (a) original image, (b) green channel 
image, (c) complement image, (d) CLAHE image, (e) opened image, (f ) disc removed image, 
and (g) detected blood vessels (h) after removing small non-vessel regions. 
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background, or vice versa, as per the requirement. A binary image can be 
obtained by the thresholding process. Global thresholding and local thresh-
olding are the two classes of thresholding.21 In this work, global thresholding 
by Otsu’s method is used and applied on the disc-removed image to segment 
blood vessels. Figure 8g represents the binary image, consisting of blood 
vessels as the foreground white pixels. In addition to the blood vessels, a few 
small regions that are not part of the blood vessel pixels can be observed in 
this image. However, these small regions can be removed from the binary 
image by using morphological operations which open (push) the small 
isolated regions into the background (Fig. 8h). The eff ect of segmentation 
quality is therefore essential for achieving good segmentation results. There 
are many blood vessel segmentation techniques available in the previous 
works. We have used a simple threshold-based method that satisfies our 
requirements. 

3.4. Tortuosity measurement by counting the occurrence of vessel pixels 
To measure the tortuosity of a blood vessel, let us consider a binary image where 
blood vessels are represented by white pixels and the background by black pixels 
(Fig. 8h). From this binary image, some vessel segment regions are manually 
selected and cropped (Fig. 9a). This region is represented as a blood vessel segment 
image (Fig. 9b). This vessel segment image is then scanned from left  to right, and the 
number of blood vessel pixels (white pixels) found in each scan is counted. This is 
repeated until scanning covers the entire vessel segment image. It is observed that, 
as vessel tortuosity increases, this process gives diff erent results with increased 
number of vessel pixels. 

To emphasize the eff ect of this observation, synthetically generated vessel 
segment images of size 100 × 500 were initially considered (Fig. 10). The vessel 
segments were classified into three types: normal, moderately tortuous, and 
severely tortuous. In our experiments, a normal vessel is considered to have fewer 
turns/twists compared to moderately tortuous and severely tortuous vessels. 
This observation is obtained from the literature and from the RET-TORT dataset.12 This observation is obtained from the literature and from the RET-TORT dataset.

Fig. 9. (a) Blood vessel image. (b) Blood vessel segment image. 
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The retinal vessel segment images in the RET-TORT database are arranged by a 
retinal specialist on the basis of increasing tortuosity by considering the number of 
turns/twists of the vessels. The vessels with fewer number of turns are given a low 
tortuosity ranking, whereas those with a greater number of turns are given a high 
tortuosity ranking. Thus, in our experiment we have also considered the number 
of turns/twists to classify the vessel segments as normal, moderately tortuous, or 
severely tortuous vessels. 

For the synthetically generated vessels, the frequency of oscillations of the 
sine waves defines whether vessels are normal, moderately tortuous, or severely 
tortuous, given that the frequency of oscillations is related to the number of turns/
twists. Sine waves with a lower oscillation frequency are considered to have fewer 
number of turns or be gently curved; they are classified as normal vessels. Similarly, 
sine waves with a higher oscillation frequency are considered to have a greater 
number of turns; they are classified as moderately tortuous vessels. Vessels with 
a greater oscillation frequency than moderately tortuous vessels are classified as 
severely tortuous. Figure 10a-c shows increasing oscillation frequencies for normal, 
moderately tortuous, and severely tortuous vessel segments. Thus, the frequency 
of oscillation is considered as a parameter for classifying these vessel segments as 
normal, moderately tortuous, or severely tortuous. In our method, this is referred 
to as tortuosity of synthetically generated vessels. It should be noted that in all 
types of synthetically generated vessels, the amplitude of the sinusoids is the same 

Fig. 10. Synthetically generated (a) normal, (b) moderately tortuous, and (c) severely tortuous 
vessel segment images.
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while the oscillation frequency varies. Hence, we are considering that a syntheti-
cally generated normal vessel segment consists of a lower number of oscillations 
compared to moderately tortuous and severely tortuous vessel segments. The 
histograms showing the vessel pixel (white pixels) count for the corresponding syn-
thetically generated blood vessels segments are shown in Figure 11a-c. 

It can be observed from the graph in Figure 11a that the maximum occurrence 
of blood vessel pixels in a given row is five and that there are only two rows 
containing the maximum number of vessel pixels. The plot shows nearly a flat 
histogram, except for a few rows containing the maximum count. The histogram 
plot for a moderately tortuous vessel segment is shown in Figure 11b. In this case, 
the maximum occurrence of blood vessel pixels in a given row increases to 16 and 
the number of rows containing the maximum number of vessel pixels increases 
to 18. The plot consists of more than one flat region. Figure 11c depicts a severely 
tortuous vessel segment, where the maximum occurrence of blood vessel pixels 
further increases to 24 and the number of rows having the maximum number of 
vessel pixels is 20. In a similar fashion to the moderate case, the histogram consists 
of more than one flat region. The experiment is then repeated considering syn-
thetically generated vessel segments of three diff erent orientations: horizontal, 

Fig. 11. Histogram of synthetically generated (a) normal, (b) moderately tortuous, and (c) 
severely tortuous vessel segments.
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vertical, and diagonal, as depicted in Figure 12. The sizes considered for horizontal, 
vertical, and diagonal segments are 100 × 500, 500 × 100, and 500 × 500 respectively. 
It is observed that, irrespective of orientation, the vessel pixel count increases with 
increasing oscillation frequency. This means that increasing tortuosity is reflected 
in an increased vessel pixel (white pixels) count. From these observations, we found 
that tortuosity can be defined as a combination of two parameters:

1. maximum number of vessel pixel occurrence (M); and 
2. number of rows (R) having vessel pixel occurrence M and very close to M. 

To explore the relevance of parameter M and parameter R in defining tortuosity, the 
method is applied on an additional nine synthetically generated horizontal vessel 
segments of size 100 × 500 (Fig. 13). Here, three normal (normal 1, normal 2, and 
normal 3), three moderately tortuous (moderate 1, moderate 2, and moderate 3), 
and three severely tortuous (severe 1, severe 2, and severe 3) vessel segments are 
taken into consideration so as to include variations in each case. In each of these 
images, the amplitude is the same, whereas the frequency of oscillation varies. 
Normal 2 and normal 3 diff er from normal 1 in the sense that their oscillation 
frequency is slightly diff erent . The oscillation frequency of normal 2 is slightly 

Fig. 12. Synthetically generated blood vessel segments in diff erent orientations .
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greater than normal 1, while normal 3 has an oscillation frequency slightly greater 
than normal 2 but less than moderate 1. Similarly, in the case of moderately 
tortuous and severely tortuous vessel segments, oscillation frequency increases as 
we move from the top image to the bottom image (Fig. 13). A small overlap may 
sometimes exist between normal and moderate as well as moderate to severe case 
classifications. For instance, normal 3 may overlap (look similar) with moderate 1, 
and moderate 3 may overlap with severe 1. This requires us to consider the different 
types of normal, moderate, and severe vessels in our method. Subsequently, nine 
synthetically generated vertical and diagonal vessel segments, respectively, were 
also considered. Thus, a total of 27 vessel segments were considered for tortuosity 
evaluation and thereafter used in the experiment. The mean for parameter M and 
parameter R is obtained using 27 vessel segments. 

In Figure 13, the size of all images is considered to be same. Now, in order to make 
the method work for blood vessels of different size, amplitude and orientation, four 
considerations are made for each type of synthetically generated horizontal vessel 
segments (normal, moderate, and severe) (Fig. 14). These four considerations are: 

1. size is considered to be 100 × 500; 
2. size is 100 × 500, but amplitude is increased;
3. size is now increased to 100×600, but amplitude is the same as in (1); and
4. size is again increased to 200 × 700, but amplitude is the same as in (1). 

This gives a total of 12 considerations for horizontal blood vessel segments. Syn-
thetically generated vessel segments with vertical and diagonal orientations 
were also considered. The mean values for parameter M and parameter R using 
the proposed method for tortuosity measurement after considering 36 (12 for 

Fig. 13. Synthetically generated horizontal blood vessel segments of normal, moderate, and 
severe cases.
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horizontal, 12 for vertical, and 12 for diagonal vessel segments) synthetically 
generated vessel segments are noted down. The average values of M and R are 
calculated by considering the 27 and 36 numbers of vessel segments and are used 
for evaluating retinal vessel segment tortuosity. The results obtained from synthet-
ically generated vessels thus constitute the baseline for evaluating the tortuosity of 
actual retinal blood vessels. 

After applying the method on different synthetically generated vessel segments, 
the method was then applied to measure the tortuosity of actual retinal blood 
vessels. As different retinal images contain blood vessels of different amplitude, 
size, and orientation, the proposed method is applied to evaluate the tortuosity of 
retinal vessels . The method was first applied on 20 retinal images collected from 
the DRIVE database,17 30 retinal images collected from the HRF database,18 and 5 
retinal images collected from a local eye hospital. These databases contain a large 
number of retinal images, thus allowing us to test the system to its full potential.22 

For each of these images, five horizontal, five vertical, and five diagonal blood vessel 
segments were considered. This implies that, from a single retinal image, 15 blood 
vessel (artery and vein) segments were considered. Therefore, the experiment was 

Fig. 14. Synthetically generated (a) normal, (b) moderately tortuous, and (c) severely tortuous 
horizontal vessel segments of varying amplitude and size.  
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Fig. 15. Normal, (a) moderately tortuous (b), and severely tortuous (c) retinal blood vessel 
segments oriented horizontally. 

Fig. 16. Histogram of (a) normal, (b) moderately tortuous, and (c) severely tortuous retinal 
blood vessel segments.
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performed on a total of 825 blood vessel segments to classify them as normal, 
moderately tortuous, or severely tortuous. Figure 15 illustrates a few horizontal 
retinal blood vessel image segments of a normal, moderately tortuous, and 
severely tortuous nature that were extracted from a retinal image. The correspond-
ing histogram plot of blood vessel pixels is shown in Figure 16a-c. The results of 
tortuosity evaluation of retinal blood vessel segments using the proposed method 
is summarized in the Results section. 

We would like to mention that we did not consider arteries and veins separately 
in the case of synthetically generated blood vessels, considering instead a general 
curve representing the blood vessel. We did, however, consider different types 
of synthetically generated vessel segments in relation to amplitude, size, and 
orientation. After conducting rigorous experiments on these synthetic vessels, 
the algorithm was applied to measure the tortuosity of actual retinal blood vessel 
segments containing both arteries and veins. 

3.5. Evaluation
After applying the method on the retinal vessel segment images of the DRIVE17 and 
HRF18 database, the last stage of the proposed method is to evaluate the efficiency of 
our method in determining tortuosity. To do this, the retinal vessel segment images 
(30 arteries, 30 veins) from the RET-TORT database12 are used. The image size for 
arteries ranges from 78 × 931 to 266 × 932 and the image size for veins ranges from 
52 × 931 to 259 × 931. All these images are provided with a clinical order number 
by a retinal specialist which represents the tortuosity level. It will be referred to as 
RET-TORT order in our method. By observing the vessel segments and their clinical 
order, these 30 vessel segment images are grouped into three categories: 

1. RET-TORT order 1-11: Normal blood vessel (these vessel segments consist of 
fewer turns/twists);

2. RET-TORT order 12-27: Moderately tortuous blood vessel (number of turns/
twists are greater than normal but fewer than severely tortuous vessel); and

3. RET-TORT order 28-30: Severely tortuous blood vessel (number of turns/
twists are greater than moderately tortuous). 

This grouping is done on the basis of visual examination of blood vessels from 
several images and based on the subjective opinion of different subjects. If the 
clinical ordering of the vessels and the results of the proposed method are similar, 
then it can be concluded that the proposed method has the capability of measuring 
the tortuosity of retinal blood vessels. 

4. Results 

The results for nine horizontal vessel segments (three normal, three moderately 
tortuous, and three severely tortuous), subsequently extended to nine vertical and 
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nine diagonal vessel segments (three normal, three moderately tortuous, and three 
severely tortuous, respectively), as shown in Figure 13, are presented in Table 1. 
For all vessel orientations — horizontal, vertical, and diagonal— parameter M and 
parameter R for normal, moderately tortuous, and severely tortuous vessels is 
obtained by taking the mean of three types of normal, three types of moderately 
tortuous, and three types of severely tortuous vessels, respectively. It is clear 
from Table 1 that the maximum vessel pixel count (M) increases from normal to 
moderately tortuous, and from moderately tortuous to severely tortuous vessels. 
The number of rows (R) having the maximum count (M) also increased as compared 
to normal vessels. 

To eliminate bias in the method, the procedure was executed on 36 synthet-
ically generated vessel segments of different size and amplitude, as shown in 
Figure 14. The results are presented in Table 2. The results illustrate that, irrespec-
tive of orientation, size, and amplitude, the tortuosity of the blood vessel segments 
increases with increasing oscillation frequency (curviness) of the blood vessel 
segments. 

On taking the average of M and R from Table 1 and Table 2, the following 
conclusions can be drawn: 

1. for normal vessels, ‘M’ and ‘R′ ≤ 10
2. for moderately tortuous vessels, ‘M’ or ‘R’ fall in the range of 11-20; and 
3. for severely tortuous vessels, ‘M’ or ‘R ≥ 21.

Applying these ranges to actual retinal blood vessels, we found that out of 825 retinal 
blood vessel segments, there are a total of 605 normal, 217 moderately tortuous, 
and 3 severely tortuous blood vessel segments. The results for parameters M and 
R, used for evaluating the tortuosity of retinal blood vessel segments employing 
the proposed method, are presented in Table 3. Parameters M and R for normal, 

Table 1. Mean of M and R for 27 synthetically generated blood vessel segments

Blood vessel 
orientation

Type of blood 
vessel

Parameter M Parameter R

Horizontal
Normal 7 12
Moderate 17 26
Severe 28 21

Vertical
Normal 7 9
Moderate 17 21
Severe 28 14

Diagonal
Normal 5 4
Moderate 7 10
Severe 8 5
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moderately tortuous, and severely tortuous vessels oriented in horizontal, 
vertical and diagonal directions are obtained by finding the average for all normal, 
moderately tortuous, and severely tortuous vessels, respectively. These results 
were verified by conducting subjective evaluations, as discussed in the next section. 

To check the validity of our method, the method was evaluated by comparing 
with the vessel segment images in the RET-TORT database.12 The evaluation of the 

Table 2. Mean of M and R for 36 synthetically generated blood vessel segments after 
considering the four cases

Blood vessel 
orientation

Type of blood 
vessel Parameter M Parameter R

Horizontal
Normal 5 15
Moderate 16 14
Severe 28 17

Vertical
Normal 8 15
Moderate 12 24

Severe 24 33

Diagonal
Normal 5 3
Moderate 8 5
Severe 9 5

Table 3. Tortuosity of retinal blood vessel segments using the proposed method

Blood vessel 
orientation

Type of blood 
vessel Parameter M Parameter R

Horizontal

Normal 8 5

Moderate 13 6

Severe 22 10

Vertical

Normal 8 5

Moderate 13 5

Severe 21 10

Diagonal

Normal 6 5

Moderate 7 10

Severe 8 12
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proposed method closely follows the clinical ordering of vessels as provided by 
the RET-TORT database. A number of results showing a comparison between the 
ranking of RET-TORT vessel segment images using our proposed method and the 
clinical ordering by the retinal specialist in the RET-TORT database are presented 
in Table 4. However, it was found that, in some cases, the method was not able to 
classify severe cases correctly, classifying them instead as moderate. Nonetheless, 
normal cases were treated correctly. Table 4 shows that, although severe cases were 
classified as moderately tortuous by the proposed method, the values of parameter 
M and parameter R lie close to the upper limit of moderately tortuous blood vessels 
(M or R close to 20). This shows that there is a small overlap between normal to 
moderate and moderate to severe case classifications.

The experimental results show that the proposed method evaluates tortuosity 
efficiently and vessels are classified accordingly into normal, moderately tortuous 
and severely tortuous. 

Table 4. Comparison between RET-TORT order and proposed method

RET-TORT 
order

Visual 
examination

‘M’ of the 
proposed 
method

‘R’ of the 
proposed 
method

Remark of 
the proposed 
method

1 Normal 6 7 Normal

2 Normal 8 1 Normal

3 Normal 10 1 Normal

4 Normal 10 1 Normal

5 Normal 10 2 Normal

6 Normal 10 1 Normal

12 Moderate 12 3 Moderate

13 Moderate 14 3 Moderate

14 Moderate 20 4 Moderate

15 Moderate 16 4 Moderate

16 Moderate 14 8 Moderate

17 Moderate 18 3 Moderate

28 Severe 19 8 Moderate

29 Severe 18 7 Moderate

30 Severe 18 9 Moderate
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5. Subjective evaluation 

To investigate the effectiveness of the proposed method, the tortuosity of different 
retinal vessels used in the method were also evaluated subjectively. Three post-
graduate students and three research scholars working in the field of retinal image 
processing subjectively evaluated the tortuosity of blood vessel segments. Blood 
vessels from ten retinal images belonging to the HRF database were cropped 
out manually and displayed to the subjects as normal, moderately tortuous, and 
severely tortuous according to the number of twists and turns. The subjects were 
thus initially trained to identify normal and tortuous blood vessels and asked 
to provide an opinion score of 1 for normal, 2 for moderately tortuous, and 3 for 
severely tortuous blood vessels. The 825 blood vessel segment images were then 
arranged randomly to assess the ability of the subjects in identifying the blood 
vessels. The mean opinion score (MOS) was calculated for each image and a graph 
was plotted (Fig. 17). The subjective results state that out of those 825 blood vessel 
segments, 610 were normal, 210 were moderately tortuous, and 5 were severely 
tortuous blood vessel segments. This indicates that the method results correlate 
closely with the subjective evaluation.

6. Discussion 

The method presented in this paper can be effectively used to evaluate retinal 
blood vessel tortuosity. The tortuosity evaluation using synthetically generated 
vessel segments shows promising results. The range of values for parameters M and 
R were obtained from these experiments and thus used as a baseline for measuring 
retinal blood vessel tortuosity. When the method is applied to actual retinal blood 
vessel segments obtained from retinal images of publicly available databases, the 
results obtained show that vessels are classified as normal, moderately tortuous, 
and severely tortuous. While many of the existing tortuosity evaluation methods 
have not been applied to retinal vessel segments, our method was tested on artery 
and vein retinal vessel segments. Furthermore, only a limited number of methods 
have classified the vessels, but the databases used in the work are not publicly 
available.11,15 In our method, most of the images were obtained from publicly 
available databases. The results of our method were also compared with the 
clinical ordering of images in the RET-TORT database. The experimental results and 
the clinical ordering of images provided by the retinal specialist in the RET-TORT 
database as well as the results of subjective evaluation closely match and hence, 
the proposed method can be efficiently used for evaluating the tortuosity of blood 
vessels. However, we have observed the following limitations in the proposed 
method:

1. There is an overlap in classification between normal and moderately 
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tortuous blood vessels, and between moderately tortuous and severely 
tortuous blood vessels. 

2. We have used a simple threshold-based image segmentation technique; 
nonetheless, the segmentation results were sufficient for performing our 
method. 

We observed that, in a few images, some unwanted regions that were not part of the 
vessels remained after the segmentation step, which may have affected our results 
to some extent. Thus, improving segmentation quality is essential for obtaining 
better results. 

7. Conclusion 

The aim of this study is to measure the tortuosity of retinal blood vessels, which 
may help in detecting hypertensive retinopathy. We propose a simple but efficient 
image processing-based method to measure the tortuosity of retinal blood vessels. 
We found that in binary blood vessel images, the vessel pixel (white pixels) count 
increases with increasing vessel tortuosity. Two parameters were used to evaluate 
tortuosity. One is parameter M, which represents the maximum vessel pixels; the 
other is parameter R, which is described as the number of rows having M vessel pixels. 
The values of parameters M and R increase from normal to moderately tortuous, 
and from moderately tortuous to severely tortuous vessels. When the method was 
applied to the actual retinal blood vessel segments, the results obtained shows that 

Fig. 17. MOS graph from the 6 subjects for 825 blood vessel segments.
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vessels are classified as normal, moderately tortuous, and severely tortuous. The 
method was also applied on tortuous vessel database (RET-TORT) images and the 
measured tortuosity level closely matches with the expert ranking. Similarly, there 
was a strong correlation between retinal vessel classification using the proposed 
method and retinal vessel classification performed by different subjects. Our 
future work will focus on testing the entire blood vessel instead of considering only 
segments and then classifying them as normal or tortuous. Given that very few 
tortuous images were considered in the work, we also plan to collect hypertensive 
retinopathy images in order to apply the method on them.
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Abstract

Purpose: The aim of this study was to compare costs related to glaucoma treatment 
for early- and moderate-stage glaucoma patients.
Design: Descriptive observational study.
Methods: The study was conducted at the Eye Clinic in the Hospital of the Lithuanian 
University of Health Sciences Kauno Klinikos in Lithuania. An original question-
naire was administered to 80 open-angle glaucoma patients. Data regarding the 
age, gender, living area, occupation, income, concomitant diseases, frequency of 
outpatient visits, use of topical antiglaucoma and other medications, treatment and 
transportation costs were collected. The Hodapp classification was used to divide 
patients into two main groups of early- and moderate-stage glaucoma according to 
visual field loss. Results with p < 0.05 were interpreted as statically significant. 
Results: There were 37 patients with early-stage glaucoma and 43 patients with 
moderate glaucoma. Moderate stage glaucoma patients were 73 (± 8) years old, 
while patients with early-stage glaucoma were 63 (± 11) years old, (p < 0.001). 
Early-stage glaucoma patients visited their ophthalmologist 2.5 (± 1.5) times per 
year, while patients with moderate glaucoma had 4.4 (± 2.7) outpatient visits per 
year (p < 0.001). Patients with early-stage glaucoma used 1.8 (± 0.9) medications, 
while patients with moderate glaucoma used 2.9 (± 0.9) medications (p < 0.001). 
Combined costs for treatment and transportation totaled an average of 4.7% of 
patient income. Patients that were in the early stages of glaucoma spent about 3.2% 
of their annual income for glaucoma care and transportation, while patients with 
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moderate-stage glaucoma spent about 5.9% of their income (p = 0.003).
Conclusion: Moderate-stage glaucoma patients had significantly higher expenses 
related to glaucoma than early-stage glaucoma patients. Costs related to glaucoma 
comprised a significantly greater part of the income of patients who were retired 
than patients who were employed.

Keywords: cost evaluation, economic evaluation, glaucoma, glaucoma management, 
glaucoma treatment costs, socioeconomics

1. Introduction

Glaucoma is a neurodegenerative disorder in which degenerating retinal ganglion 
cells produce significant visual disability.1 Despite the fact that the pathogene-
sis of glaucoma is not completely understood, it is widely accepted that elevated 
levels of intraocular pressure compress the optic nerve and cause progressive optic 
neuropathy associated with visual field loss. 

Intraocular pressure is determined by the balance between secretion of aqueous 
humor by the ciliary body and its drainage through two independent pathways: the 
trabecular meshwork and the uveoscleral outflow pathway.2 When aqueous humor 
outflow is disrupted, intraocular pressure increases. This disruption can occur 
when the drainage at the trabecular meshwork is blocked (in the case of open-angle 
glaucoma) or when there is a narrowing of the angle of drainage (in the case of 
angle-closure glaucoma). Since prolonged periods of elevated intraocular pressure 
lead to vision loss, glaucoma can result in complete blindness.

Glaucoma is the cause of approximately 12% of cases of blindness.3 About 10–11% 
of cases of blindness in Western Europe and USA are caused by glaucoma, and 
these numbers are increasing.4 It is estimated that 3% of the global population over 
40 years of age currently has glaucoma, the majority of whom are undiagnosed.5 

Projections estimate the prevalence of glaucoma worldwide will rise to 79.6 million 
by 2020 and counting as the population continues to age.6

Since the glaucomatous process is irreversible and glaucoma is often asymptom-
atic during the early stages, diagnosis and treatment are crucial before the process 
reaches advanced stages.7-9 Therefore, early intervention is essential to slow disease 
progression.2 The main objective of treatment is to preserve the quality of life of the 
patient by slowing visual loss.

Reduction of intraocular pressure is the only proven method to treat glaucoma.10 
The target intraocular pressure should be achieved with the minimum amount 
of medications and fewest possible adverse effects. There are several classes of 
medications that lower intraocular pressure, including: prostaglandin analogues, 
β-adrenergic blockers, α-adrenergic antagonists, carbonic anhydrase inhibitors, 
and cholinergic antagonists. In general, prostaglandin analogues are the first line of 
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medical therapy. This drug class reduces intraocular pressure by reducing outflow 
resistance, resulting in increased aqueous humor flow through the uveoscleral 
pathway.11 However, as the disease progresses, patients usually require more than 
one medication to lower their intraocular pressure.12

Since glaucoma is not curable, patients affected with glaucoma require treatment 
for the rest of their lives. Lifelong treatment of glaucoma poses a financial challenge 
to the patient; this affects drug compliance, which plays a major role in treatment 
outcome.13 The fact that patients need more antiglaucoma medications as the 
disease progresses suggests that the direct costs of glaucoma treatment increase 
as disease severity worsens.14,15 Therefore, patients with moderate and advanced 
glaucoma have higher economic challenges than the healthy population or patients 
in the early stages of glaucoma.16

The prevalence of glaucoma in Lithuania has been rising in the past decade from a 
rate of 25.6/1000 in 2011 to 30.6/1000 in 2015.17 A compulsory health insurance model 
has been established in Lithuania by the Law on Health Insurance and other laws. 
This model is based on the principles of universality and provides the possibility 
of receiving individual healthcare services financed from the Compulsory Health 
Insurance Funds to insured individuals.18 Reimbursable medicines are prescribed 
to patients in an outpatient setting by primary care physicians or specialists. Most 
insured patients diagnosed with glaucoma are reimbursed at 80% of glaucoma 
medication costs. However, there is insufficient information about the direct costs 
of glaucoma treatment and care payed for by patients in Lithuania, as the socio-
economic aspects of glaucoma in the country have never been investigated before.

Therefore, the objective of this study was to determine the relation between 
demographic characteristics, stage of glaucomatous process, and economic 
challenges of treatment and other costs related to glaucoma.

2. Methods

A descriptive observational study was conducted at the Eye Clinic of the Hospital 
of the Lithuanian University of Health Sciences Kauno Klinikos from June to August 
2017. The goal of our study was to find out whether early detection and treatment of 
glaucoma could significantly reduce the economic burden of this disease. 

In order to compare the economic challenges of treatment and other costs 
related to the stage of glaucoma, the calculated sample size providing 80% power 
to detect a standardized difference of 1.5 in treatment cost between early and 
moderate glaucoma groups was 35 in each group, assuming two-sided tests and a 
5% significance level. An original questionnaire was administered to 80 patients with 
open-angle glaucoma. There were 37 patients (46.3%) with early-stage glaucoma 
and 43 patients (53.8%) with moderate glaucoma.



Socioeconomic evaluation of glaucoma patients 71

Inclusion criteria were:
1. patients older than 18 years of age;
2. diagnosed with open-angle glaucoma by a qualified glaucoma specialist at 

least two years before the questionnaire was administered;
3. actively treated with topical antiglaucoma medications; and
4. willing and able to give consent. 

Exclusion criteria were:
1. patients with end-stage glaucoma;
2. patients who underwent surgical or laser glaucoma treatment;
3. advanced age-related macular degeneration, vitreous hemorrhage, diabetic 

retinopathy, or any progressive retinal or optic nerve disease other than 
glaucoma; and

4. refusal to give informed consent.
Informed consent was obtained from all participants before they participated in the 
study. The study was conducted in accordance with the Declaration of Helsinki and 
approved by our institutional Research Ethics Committee – Lithuanian University of 
Health Sciences Centre for Bioethics.

The questionnaire was composed of a set of 28 questions. Collected data 
included:

1. age and gender;
2. occupation and income;
3. frequency of outpatient visits;
4. living area, means, cost, and duration of transportation;
5. concomitant diseases;
6. use and costs of topical antiglaucoma medications; and
7. use of systemic medications. 

Data about costs of replacing glasses, loss of wellbeing, rehabilitation, nursing, and 
other indirect costs such as lost earnings and productivity were not included. Costs 
related to glaucoma screening were not included in the evaluation of treatment 
costs since these services are fully compensated by the Compulsory Health 
Insurance Fund.

The patients were divided into two main groups of early-stage and moder-
ate-stage glaucoma using the Hodapp–Parrish–Anderson classification,19 which is 
based on visual field assessment. Typically, the visual field is assessed by standard 
automated perimetry, in which patients respond to light dots presented at fixed 
locations in the field of vision by a perimeter that determines a sensitivity threshold 
for each location.20

Glaucomatous loss was defined as:
• mean deviation (MD) < -6 dB;
• fewer than 18 points depressed below the 5% probability level and fewer 

than 10 points below the p < 1% level; and
• no point in the central 5° with a sensitivity of less than 15 dB. 
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Moderate glaucomatous loss was defined as:
• MD <-12 dB;
• fewer than 37 points depressed below the 5% probability level and fewer 

than 20 points below the p < 1 % level;
• no absolute deficit (0 dB) in the central 5°; and 
• only one hemifield with sensitivity of < 15 dB in the central 5°.

Patients with advanced glaucomatous loss were not included in this study.
Statistical analysis was performed using a software package SPSS v. 17.0 (IBM 

Corp., Armonk, NY, USA). Independent samples Student’s t-tests were used to 
compare and determine the equality of means in two populations. The one-way 
analysis of variance (ANOVA) was used to determine whether there are any statis-
tically significant differences between the means of three or more independent 
groups. The Mann-Whitney U test was used to compare the differences between two 
independent groups, while the dependent variable was ordinal. The Chi-square test 
of independence was used to analyze differences in two groups when the dependent 
variable was measured at a nominal level. Pearson correlation coefficient was used 
to measure the linear correlation between two variables. Cramer’s V coefficient 
factor was used to measure the association between two nominal variables. Results 
with a significance level of p < 0.05 were interpreted as statistically significant.

3. Results

Eighty open-angle glaucoma patients participated in the study. Demographic char-
acteristics, rates of comorbidity, and types of medications used to treat glaucoma 
are shown in Table 1. The average age of male subjects was 66.8 (± 10.6) years and 
the average age of female subjects was 69.2 (± 11.1) years, p = 0.343. There was no 
significant difference between the average age of males and females.

Patients were diagnosed with glaucoma for an average of 9.2 (± 7.3) years 
(minimum of 2 years; maximum of 30 years). Participants visited their ophthalmolo-
gist on average about 3.3 (± 1.7) times per year (minimum 1, maximum 7). 

There was no significant correlation between the amount of outpatient visits per 
year and the age of patients (r = 0.002; p = 0.985) and distance needed to travel to the 
hospital (r = 0.129; p = 0.254). Employed patients had an average of 3.5 (± 2.3) visits 
per year, while retired patients had 3.6 (± 2.6) visits per year, showing that there was 
no significant relationship between employment status and number of outpatient 
visits per year, p = 0.833. However, from the 31 employed glaucoma patients, 21 
(67.7%) had to take a day off to visit their ophthalmologist. 

Patient income was distributed in the groups up to € 300 and from € 300 to 500, 
while only less than a fifth of patients had an income above € 500 (Fig. 1). 

On average, patients lived 51 (± 66) km (minimum 1 km; maximum 260 km) away 
from the hospital. Most patients came to the hospital by private car or public trans-
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Fig. 1. Distribution of patients in different income groups. The income of most patients was 
up to € 300 and between € 300 and 500, while only less than a fifth of patients had an income 
above € 500.

Table 1. Demographic characteristics, concomitant diseases, and types of medications used 
to treat glaucoma of patients included in the study

All patients
Age, mean ± SD, years 68.3 ± 10.9

Sex, N (%)

     Male 30 (37.5)

     Female 50 (62.5)

Employment status, N (%)
     Employed 31 (38.8)

     Retired 49 (61.2)

Rates of comorbidity, N (%)
     Cataracts 27 (33.8)

     Arterial hypertension 46 (57.5)

     Type 2 diabetes 10 (12.5)

     Circulatory system conditions 5 (6.3)

     Asthma 5 (6.3)

Type of medications used, N (%)
     β-adrenergic blockers 54 (67.5)

     Carbonic anhydrase inhibitors 51 (63.8)

     α-adrenergic antagonists 26 (32.5)

     Prostaglandin analogs 58 (72.6)
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portation, and some using an intercity bus or on foot (Fig. 2a). Patients who came by 
automobile lived statistically significantly further away than the ones that came to 
the hospital by bus, p < 0.001 (Fig. 2b). Twenty-four (30%) patients drove themselves 
to outpatient visits and 12 (15%) were taken to the hospital by a family member 
or friend. The average time it took for participants to get to the hospital was 1 
hour, first quartile was up to 20 minutes, the median was 30 minutes, and the third 
quartile was 1.5 hours.

Sixty-one (76.3%) patients visited the ophthalmologist by themselves, while 
the other 19 (23.8%) patients came to the hospital with an accompanying person. 
Seventeen (89%) of them accompanied the patient because of their inability to 
travel or get to the hospital alone. Twelve (63%) of the 19 accompanying persons 
were employed and 6 (50%) of them had to take time off to take the patients to the 
hospital.

The average cost of travel for one visit to the ophthalmologist was € 10.84 (± 
12.94) (minimum € 0, maximum € 48). Participants that came to the outpatient visits 
by bus had an average travel cost of € 4.69 (± 5.90), while patients who came to the 
hospital by car payed statistically significantly more, approximately € 18.72 (± 14.84) 
per visit, p < 0.001 (Fig. 3a). Patients who chose to travel to the hospital by bus lived 
an average of 27 (± 36) km to the hospital, while patients who lived further away from 
the hospital, approximately 83 (± 80) km, chose to take an automobile, p < 0.001. The 
result of correlation analyses shows that there was a statistically significant rela-

Fig. 2. Chosen means of transport and variation of distance by mean of transport. (a) Distri-
bution of chosen transport means used to arrive to the hospital. (b) Box-plot showing the 
average distance needed to travel to the hospital by different means of transport.
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tionship between the distance traveled by patients to the hospital and travel costs, 
r = 0.879, p < 0.001 (Fig. 3b).

All the patients who participated in this study were divided into two groups 
using the Hodapp-Parrish-Anderson classification. There were 37 patients (46.3%) 
with early-stage glaucoma and 43 patients (53.8%) with moderate glaucoma. 
Comparison of demographic characteristics between patients with early- and 
moderate-stage glaucoma outlines that patients with moderate glaucoma were 
significantly older and more of them were retired than early-stage glaucoma 
patients. The distribution by sex was not significantly different in these groups, as 
shown in Table 2. 

A summary of distribution of concomitant diseases and conditions in the early 
and moderate glaucoma groups is shown in Table 3. There were significantly 
more cases of cataracts in the moderate-stage glaucoma group. There was no 
significant difference of prevalence of diabetes, arterial hypertension, circulatory 
system conditions, and asthma between patients with early- and moderate-stage 
glaucoma.

Participants with early-stage glaucoma had been diagnosed in average for 6.6 
(± 5.3) years, while patients with moderate glaucoma had the disease for a longer 
time period, approximately 11.2 (± 8.3) years, p = 0.004. Patients in the early stages 
of glaucoma visited their eye doctor about 2.5 (± 1.5) times per year, while patients 
with moderate glaucoma had statistically significantly more visits per year, approx-
imately 4.4 (± 2.7) visits per year, p < 0.001. Types of medication used and frequency 
in use of specific types of antiglaucoma medications are detailed in Table 4.

Fig. 3. Transport cost by means of transport and relation between travel distance and cost. 
(a) The variation of transport costs per one visit by chosen means of transport. (b) Correlation 
analyses shows that there was a statistically significant relationship between the distance 
the patient travels to the hospital and travel cost. The scattering of variables and linear 
regression is shown.
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Table 2. Demographic characeristics of patients with early-stage and moderate glaucoma

Early-stage 
glaucoma 
group

Moderate-
stage 
glaucoma 
group

Χ2 Cramer’s V 
coefficient p-value

Age, mean ± SD, years 62.7±11.2 73.1±8.0 < 0.001

Sex, N (%)

0.75 r = 0.097 0.385     Male 12 (15.0) 18 (22.5)

     Female 25 (31.3) 25 (31.3)

Employment status, N (%)

19.78 r = 0.497 < 0.001     Employed 24 (30.0) 7 (8.8)

     Retired 13 (16.3) 36 (45.0)

Table 3. Concomitant diseases, conditions of patients that suffer from early and moderate 
stage glaucoma.

Early-stage 
glaucoma 
group, N (%)

Moderate-
stage 
glaucoma 
group, N (%)

Cramer’s V 
coefficient p-value

Cataracts 5 (13.5) 22 (51.2) r = 0.397 < 0.001

Arterial 
hypertension

18 (48.6) 28 (65.1) r = 0.166 0.175

Type 2 diabetes 4 (10.8) 6 (13.9) r = 0.136 0.745

Circulatory 
system 
problems

3 (8.0) 2 (4.7) r = 0.071 0.658

Asthma 1 (2.7) 4 (9.3) r = 0.136 0.366
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The distribution of patients by the amount of medications used ranged from one 
to four topical antiglaucoma drugs (Fig. 4a). Patients with early-stage glaucoma 
used 1.8 (± 0.9) medications on average, while patients with moderate-stage 
glaucoma used significantly more drugs, 2.9 (± 0.9), p < 0.001. The results show 
a statistically significant difference in direct treatment costs depending on the 
amount of medications used, p < 0.001 (Fig. 4b).

The average yearly cost of antiglaucoma medications was € 249.75 (± 109.66) per 
patient (minimum € 36.75, maximum € 463.44). Patients with early-stage glaucoma 
used medications worth € 196.62 (± 105.12), while patients with moderate stage 
glaucoma had medication costs of € 295.47 (± 92.31) per year, p < 0.001 (Fig. 5). 
Patient costs for topical antiglaucoma medications were reimbursed at 80% by the 
Compulsory Health Insurance Fund of the Republic of Lithuania. The average direct 
cost for annual medication was € 107.09 (± 56.29) (minimum € 14.40, maximum 
€ 264). 

Table 4. Frequency in use of different type antiglaucoma medications in early-stage and 
advanced glaucoma management

Early-stage 
glaucoma group, 
N (%)

Moderate-stage 
glaucoma group, 
N (%)

All patients, N (%)

β-adrenergic 
blockers 22 (59.5) 32 (74.4) 54 (67.5)

     Timolol 22 (59.5) 30 (69.8) 52 (65.0)

     Betaxolol 0 (0.0) 2 (4.7) 2 (2.5)

Carbonic 
anhydrase 
inhibitors

17 (45.9) 34 (79.1) 51 (63.8)

     Brinzolamide 12 (32.4) 21 (48.8) 33 (41.3)

     Dorzolamide 5 (13.5) 13 (30.2) 18 (22.5)

α-adrenergic 
antagonists

     Brimonidine 4 (10.8) 22 (51.2) 26 (32.5)

Prostaglandin 
analogs 23 (62.2) 35 (81.4) 58 (72.6)

     Latanoprost 6 (16.2) 17 (39.5) 23 (28.8)

     Brimatoprost 6 (16.2) 8 (18.6) 16 (20.0)

     Travoprost 8 (21.6) 9 (20.9) 15 (18.8)

     Tafluprost 3 (8.1) 1 (2.3) 4 (5.0)
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Fig. 5. Variation of yearly treatment cost in early and advanced glaucoma groups. Box-plot 
showing the variation of yearly cost of treatment in the early-stage and moderate glaucoma 
groups.

Fig. 4. Patient distribution by the amount of glaucoma medications used and variation of 
yearly treatment cost by amount of glaucoma medications used. (a) Patient distribution 
by the amount of glaucoma medications used. (b) Box-plot showing the variation of yearly 
cost of treatment by the amount of glaucoma medications used. Results show a significant 
increase of costs depending on the amount of medications used.
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Combined direct patient treatment and travel costs were about € 143.29 (± 86.61) 
per year on average (minimum € 86.61; maximum € 528). Travel costs accounted 
for about 21% of combined patient costs. Combined costs for treatment and trans-
portation made up about 4.7% of patient income. Patients that were in the early 
stages of glaucoma spent about 3.2% of their income on costs related to transport 
and treatment, while patients with moderate-stage glaucoma spent an average of 
5.9% of their income, p = 0.003. Employed patients spent about 2.7% of their income 
for direct glaucoma costs, while retired participants spent a significantly higher 
amount, 5.9% of their earnings, p = 0.001.

4. Discussion 

The number of people coming to hospital eye departments is likely to increase in the 
future as a result of an ageing population, increased optometric case findings, and 
raised public awareness.21 This study concludes that patients with moderate-stage 
glaucoma were significantly older than patients with early-stage glaucoma. This 
and data from other studies suggest that older age increases the risk of glaucoma 
progression.22

Patients with moderate-stage glaucoma had a higher number of yearly oph-
thalmologist visits and had glaucoma for a significantly longer time. This shows 
that patients who suffer from glaucoma longer have a higher progression rate of 
the disease. Participants of this study who had a moderate glaucomatous process 
tended to need more medication to reach their target intraocular pressure, which 
amounts to higher treatment costs. 

Many other studies that have researched the economic burden of glaucoma 
concluded that, as disease severity worsens, resource utilization and direct medical 
treatment costs increase. This increase in costs was observed in a study done in 
Europe, which concluded that direct treatment costs increased by € 86 by each 
incremental step (from € 455 in stage 1 to € 969 in stage 4).15 A study conducted 
in the USA showed a similar outcome, finding that treatment costs amounted to 
US$ 623 in early-stage glaucoma, US$ 1915 in advanced glaucoma, and US$ 2511 
in end-stage glaucoma.23 Likewise, as seen in literature reviews, it appears that 
several other studies have come to the same result, namely, that increased disease 
severity is associated with increased costs.24 This concludes that older patients with 
moderate and advanced glaucoma are facing a much higher economic burden than 
younger patients with early-stage glaucoma. 

Glaucoma management strategies aimed at slowing or stopping disease 
progression, if effective, would be expected to significantly reduce the economic 
burden of this chronic disease over many years.15 Early disease recognition, 
proactive management, and prevention of progression beyond the early stages may 
reduce the overall national and personal economic burden, limit the reduction of 



M. Lindžiūtė and I. Janulevičienė80

productivity from vision loss, and preserve quality of life.5,15,25 Home tonometers 
would transfer a considerable portion of IOP follow-up to patients themselves, 
similar to measuring blood sugar and blood pressure at home. The time of medical 
professionals would be freed to other patients who could benefit more from their 
care.26

Findings about costs related to glaucoma treatment might vary in different 
countries and studies, but an objective way to observe the differences in glaucoma 
costs is comparing costs to patient income. In a study conducted in Sweden, the 
mean annual cost for glaucoma treatment and care was € 476.27 Other studies 
undertaken in France and Sweden show that patients spent an average of € 390 and 
€ 531, respectively.28 According to data published by the Organization for Economic 
Co-operation and Development, the average yearly wage is € 41,835 (SEK 399,988) in 
Sweden and € 36,809 in France.29 From this data, we can see that glaucoma patients 
in Sweden spend about 1.1–1.3% of their income on costs related to glaucoma, 
while patients in France spend about 1% of their income.

In our study, patients spent an average of € 143 annually for glaucoma medications 
and transport costs combined. The average net monthly earning in Lithuania in 
2016 was € 602.30 (yearly income of € 7227.60).30 Working patients spent about 2.7% 
of their income on glaucoma treatment and transportation. The average monthly 
state social insurance pension in 2015 was € 244.50 (yearly income of € 2934).31 Since 
more patients in the moderate-stage glaucoma group were retired and their income 
came from social insurance pensions, they spent a greater amount of their monthly 
pay, approximately 5.9%, for glaucoma care. It is evident that glaucoma poses a 
higher economic burden on this social group.

In our study, direct costs for medication comprised 79% of combined costs. In a 
study conducted in Europe, medication costs represent a minimum of 42% of total 
direct cost at any disease stage.15 Drug costs in Denmark accounted for 57% of total 
glaucoma care costs.32

Groups of patients for which glaucoma pose a higher economic burden might 
prefer choosing cheaper alternative antiglaucoma medications with different 
substance concentrations or might display low treatment compliance due to sparing 
medication to lower treatment costs. The proportion of patients who deviate 
from their prescribed medication regimen ranged from 5-80%.33 Low treatment 
compliance can cause an increase in intraocular pressure and speed up the rate of 
glaucoma progression. Treatment compliance is fundamental to reduce glaucoma 
progression; even a small (1 mmHg) reduction in intraocular pressure could reduce 
glaucoma progression significantly by approximately 10%.34

Even though average travel costs per visit were about € 10.84 (± 12.94), they 
accounted for 21% of direct costs. There were similar results in a study published 
about travel costs for glaucoma patients in London hospitals; travel accounted for 
approximately one-fifth of total patient costs.21 It appears that patients who lived 
further away had higher transportation costs and would choose travel by automobile 
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more often. This problem may occur due to a lack of glaucoma specialists in their 
counties.

Our study had several limitations. Costs for office visits, glaucoma examina-
tions, replacing glasses, rehabilitation, nursing, and other indirect costs were not 
included. Information about lost income during visits and lost productivity was not 
included, and additional costs incurred by accompanying persons were also not 
included. We assumed that patients were compliant with treatment and did not 
measure compliance directly by any objective methods. 

5. Conclusion

Glaucoma is a neurodegenerative disorder in which elevated intraocular pressure 
causes irreversible damage to the retinal ganglion cells. Lifelong treatment is 
needed to slow disease progression, and as glaucomatous damage progresses, 
patients require more medications. Moderate-stage glaucoma patients were older, 
had glaucoma for longer, had more outpatient visits, and used more medications 
than early-stage glaucoma patients. Costs related to glaucoma comprised a con-
siderable amount of patient income. However, some groups of patients were more 
affected than others. Our research shows that moderate-stage glaucoma patients 
had significantly higher expenses related to glaucoma than early-stage glaucoma 
patients. Likewise, costs related to glaucoma comprised a much higher portion 
of income for patients who were retired versus those who were employed. Given 
that retired patients had a lower income and higher glaucoma costs while also 
having moderate glaucoma more frequently due to disease duration made them 
a more socially vulnerable group. This shows that early detection and treatment of 
glaucoma can significantly reduce the economic burden of this disease.
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Appendix

Questionaire:

1. Gender:
☐ Male
☐ Female

2. Address: ________________________________________________

3. Age:  ___________________________________________________

4. Education:
☐ High school graduate
☐ Vocational school
☐ College
☐ University
☐ Other: _________________________

5. Occupation:
☐ Employed
☐ Unemployed 
☐ Student
☐ Retired
☐ Other: _________________________    

6. What is your monthly income?      
____________________

7. How long have you been diagnosed with glaucoma?    
____________________

8. How many times a year do you visit your glaucoma specialist for a follow-up? 
____________________

9. Do you have any eye diseases other than glaucoma? (If yes, which ones?)
____________________       
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10. Do you have any other medical conditions? 
☐ Hypertension
☐ Type 2 diabetes
☐ Asthma
☐ Other:          
  

11. Have you undergone any glaucoma surgery?
☐ Yes
☐ No

12. Have you undergone any other type of eye surgery?
☐ Yes
☐ No

13. What antiglaucoma medications do you use?
Medication Total cost Cost after reimbursement

14. What systemic medications do you use? 
Medication Total cost Cost after reimbursement

15. What percentage of your antiglaucoma medication costs are reimbursed by the 
Compulsory Health Insurance Funds? ____________________

16. Do you have to take a day off because of outpatient visits?
☐ Yes
☐ No
☐ I do not work
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17. What mean of transport do you use to get to outpatient visits?
☐ On foot
☐ Public transport/bus
☐ Intercity bus
☐ Taxi
☐ Car

18. Do you need to come with an escort?
☐ Yes
☐ No (if no, proceed to Question 23)

19. What is your relationship with your escort?
☐ Husband/wife
☐ Family member
☐ Friend
☐ Other: _________________________  

20. What is the occupation of your escort?
☐ Employed
☐ Unemployed 
☐ Student
☐ Retired
☐ Other: _________________________

21. If the person that accompanies you is employed, does he/she miss work to escort 
you?
☐ Yes
☐ No

22. Why do you need an escort to get to outpatient visits?
☐ Drives to the hospital
☐ Moral support
☐ Disability
☐ Other: _________________________

23. Estimate the cost of one-way transportation per outpatient visit (according to 
your means of transport):
• Bus ticket price: ____________________
• Train ticket price: ____________________
• Taxi price: ____________________
• Gas price (by car): ____________________
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24. How many kilometers do you need to travel to the hospital? 
____________________

25. How long does it take for you to get to the hospital (hours and minutes)? 
____________________

26. Do you have any additional costs (hiring a nanny/nurse for family members or 
other) when you go to outpatient visits?
☐ Yes, what expenses: ____________________
☐ No
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Abstract

Purpose: Intraocular pressure (IOP) during pars plana vitrectomy (PPV) decreases 
as aspiration generates flow, a phenomenon known as head loss. Since direct 
measurement of the IOP during surgery is impractical, currently, available compen-
sating systems infer IOP by measuring infusion flow rate and estimating correspond-
ing pressure drop. The purpose of the present paper is to propose and validate a 
physically based algorithm of the infusion pressure drop as a function of flow.
Methods: Complete infusion lines (20G, 23G, 25G and 27G) were set up and primed. 
The infusion bottle was set at incremental heights and flow rate measured 10 
times and recorded as mean ± SD. Overall head loss (OHL) was defined, according 
to hydraulics laws, as the sum of frictional head loss (FHL; i.e., pressure drop due 
to friction along tubing) and exit head loss (EHL). The latter is equal to the kinetic 
energy of the exiting flow through the trocar (FKE = V2/2g). A 2nd degree polynomial 
equation (i.e., ΔP = aQ2 + bQ, where ΔP is the pressure drop, or OHL, and Q is the 
volumetric flow) was derived for each gauge and compared to experimental data 2nd 
order polynomial best-fit curve.
Results: Ninety-seven percent of the pressure values for all gauges predicted using 
the derived equation fell within 2 SD of the mean diff erence yielding a Bland-Altman 
statistical significance when compared to 91% of best fit curve. 
Conclusion: The derived equations accurately predicted the head loss for each given 
infusion line gauge and can help infer IOP during PPV.
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Table 1. Gauge and corresponding inner diameter (in mm).
Gauge Infusion cannula inner diameter
20G 0.69

23G 0.52

25G 0.40

27G 0.43*

*Note that “inner diameter” is considered the actual free surface available to fluid flow. The 
material we tested adopted the solution of an infusion cannula within the trocar for 20G, 
23G, and 25G, while for the 27G infusion there was no cannula as the infusion tubing was 
directly connected to the trocar itself, which acted as an infusion cannula without further 
lumen reduction in order to increase flow. This is why the 27G inner lumen is actually wider 
than the 25G.
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Keywords: head loss, intraocular pressure compensation, pars plana vitrectomy, 
volumetric flow rate

1. Introduction

Pars plana vitrectomy (PPV) addresses a variety of indications, including retinal 
detachment, diabetic retinopathy, macular surgery, and many others. Maintaining 
invariant intraocular pressure (IOP) and therefore volume during surgery, minimizes 
bleeding and prevents serious untoward events, as listed by Rossi et al.1, including 
hemorrhagic choroidal detachment, optic nerve ischemia, and vitreous hemorrhage.

Infusion bottle height guarantees stable intraocular volume and equals ocular 
pressure under steady conditions (i.e., when there is no flow). As the aspiration 
starts, balanced salt solution (BSS) (Alcon, Fort Worth, USA) flows through the 
infusion line and dissipates part of its energy, thus reducing pressure, a phenomenon 
called head loss. In order to maintain a stable IOP during aspiration, additional 
infusion pressure is needed to compensate the effect of head loss.2 Conversely, 
when aspiration stops, flows also reduces to zero: pressure drop instantaneously 
vanishes and IOP suddenly increases.3

Several systems intended to compensate head loss have been developed and 
their efficiency has been tested by Falabella4 and Okamoto,5 although the underlying 
physics and algorithms used often remain unknown.

The purpose of the present paper is to characterize the pressure drop due to 
head loss of different infusion tubes ranging in diameter from 20G to 27G (Table 1) 
as a function of volumetric flow rate, in order to develop a physically based 
algorithm capable of calculating infusion pressure drop. This model applies to any 
given infusion system and allows the prediction of head loss based on the flow 
measurement and the deployment of reliable compensating systems. A thorough 
comprehension of head loss will also help design more efficient infusion lines.
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2. Materials and methods

2.1. Experimental setting
A sketch of the experimental setup is shown in Figure 1. The infusion system full 
of BSS, disposable tubing, cassette, 3-way stopcock, and four infusion cannulas of 
diff erent gauges, 20G, 23G, 25G, and 27G (Table 1), were set up in the usual fashion 
and primed. All tests used the R-Evolution CR800 combined phaco-vitrectomy 
machine (Optikon 2000 Inc., Rome, Italy). In order to exclude possible vacuum 
within the infusion bottle, a plastic container open at the top was used and BSS 
continuously refilled to maintain the free surface height constant. The infusion ran 
by gravity and the cannula was taped to a plastic graduated beaker so that fluid 
discharge was horizontal at a given height and air-free.

2.2. Volumetric flow measures
The infusion bottle was set at incremental heights (measured from the discharge 
level) and the resulting volumetric flow recorded. During each experiment, the 
flow rate was measured by gathering fluid within the graduated container (Fig. 1, 
no.5) for 60 seconds aft er discarding the first 5 seconds of transient flow. The same 
procedure was repeated 10 times for each given height, z1, and gauge and flow 
recorded as mean ± standard deviation (Fig. 2).

2.2. Physical-mathematical model and algorithm
The setting of the vitrectomy infusion system during surgery is represented in 
Figure 3. 

Fig. 1. Sketch of the setup used during the experiments: (1) Open bottle; (2) tubing; 
(3) vitrectomy machine and cassette; (4) cannula; (5) graduated beaker.
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Fig. 3. Sketch of the system setup during surgery. (1) Irrigation bottle; (2) cannula; (3) 
vitrectomy machine with disposable cassette; (4) irrigation tubing; (5) eye; (6) aspiration.

Fig. 2. Infusion line OHL as a function of flow.
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In general, the mechanical energy per unit weight of the fluid (the so-called total 
head, H) is given by: H = z + p/γ + v2/(2g), where z is the elevation, p the relative 
pressure (i.e., referred to the atmospheric pressure), γ the specific weight of the 
fluid, v the fluid velocity, and g the gravitational acceleration. The total head at the 
BSS bottle (Fig. 3, no. 1) is:

Hb  = Zb +  pb ⁄γ           (1)

under the assumption that the average velocity in the bottle is negligible. pb 
indicates the venting pressure if present (i.e., when the pressure is equalized to 
ambient pressure through the opening of an electromagnetic valve pb = 0; conversely, 
if the bottle is pressurized, pb indicates the pressure within the bottle) and zb is the 
elevation of the free surface. Similarly, the total head in the eye is given by:

 He = ze +  IOP ⁄γ            (2)

where ze is the elevation of the eye and it is assumed that the average velocity of the 
fluid within the eye is negligible. When the fluid is at rest, the total head in the bottle 
and in the eye are the same (H'e = Hb). Equating the heads and rearranging the terms 
yields:

 IOP' = γ (Zb − Ze)  + Pb        (3)

As the flow from the bottle to the eye starts, a portion OHL of the fluid energy is 
dissipated along the infusion system and the total head (mechanical energy) in the 
eye, H"e = ze + IOP"/γ decreases correspondingly:

 H"e = Hb − OHL        (4)

Substituting the expression of H’’e and Equation (2) in Equation (4), IOP during 
infusion results in:

 IOP" = γ (Zb − Ze)  + Pb − γOHL = IOP' − γOHL     (5)

Equation (4) states that the pressure drop given by the infusion flow, PD = IOP' - IOP", 
is proportional to the OHL along the infusion: PD = γOHL. OHL may be ideally divided 
into two contributions: the frictional dissipation of energy (per unit weight) along 
the infusion tubing (frictional head loss; FHL) and the dissipation of energy (per unit 
weight) at the cannula outlet (exit head loss; EHL):

OHL = FHL + EHL       (6)
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We measured the FHL experimentally by means of the setup described in Figure 1 
and computed the EHL analytically.

In order to measure the FHL during the experiments, the total head was measured 
both at the beginning (the bottle in Fig. 1, no.1; H1) and at the end of the infusion line 
(the cannula in Fig. 1, no. 4; H2). The difference (H1 - H2) yields the head loss due to 
frictional energy dissipation along the infusion tubing FHL.

The total head at the (open) bottle level corresponds to the free surface elevation 
(H1 = z1), since both relative pressure and velocity vanish at the open bottle surface, 
whereas the total head at the exit, H2, is the sum of elevation (z2) and final kinetic 
energy (per unit weight), FKE = v2

2/2g, since the outlet is in air and the relative 
pressure is null:

H2 = z2 + v2
2/2g = z2 + FKE      (7)

where v2 indicates the fluid velocity at the outlet. Fluid velocity v2 can be calculated 
as the volumetric flow rate (FR) divided by the area of the exit section (the infusion 
cannula) (A): v2 = FR/A.

As mentioned above, FHL is the difference between the total heads at the ends 
of the tubing:

FHL = H2 − H1 = (z2 − z1) − FKE      (8)

i.e., the frictional dissipation along the tubing. The FHL can be obtained from 
the experiments simply by subtracting the FKE from the difference of elevation  
(DE = z1 − z2).

The second contribution to OHL, i.e., EHL, can be evaluated by considering that, 
during surgery, the cannula is inserted into the posterior chamber of the eye (Fig. 3, 
no. 2), and once within the eye, the fluid moves erratically until it dissipates all the 
kinetic energy it had at its entrance through the infusion cannula (i.e., the FKE). 
Therefore, EHL is exactly equal to FKE. In the present experiments, we calculated 
this additional head loss as:

 EHL =  FR2 ⁄ (2gA2)           (9)

Combining Equation (6) with Equations (8) and (9), we obtain that OHL in surgical 
conditions is directly proportional to the difference in elevation (DE = z1 − z2) imposed 
during our experiments. Δp = γOHL is the pressure drop that must be compensated 
in order to maintain a constant IOP during surgical maneuvers irrespective of the 
infusion rate. Following the above argument, the pressure drop can be considered 
the sum of the contribution of the FHL, ΔpFHL = γFHL and EHL, ΔpEHL = γEHL.

During our measurements, we imposed the DE and measured the FR for each 
given experiment and analytically computed the EHL from Equation (9). Then, we 
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derived the FHL as the difference between DE and FKE (Equation (8)).
The resulting values are reported in the left panes of Figures 4-7 for 20G, 23G, 25G, 

and 27G infusion tubing, respectively. In the same plots, the values of EHL obtained 
on the basis of Equation (9) are reported. 

Obtained FHL values are fairly aligned along a straight line, demonstrating a linear 
dependency of the head loss on the flow rate, as expected in laminar flows.6 This 
result is consistent with the fact that the Reynolds number, Re = UD/ν (U indicates the 
velocity of the flow, D the inner diameter of the infusion conduit, and ν the kinematic 
viscosity of the fluid) in the infusion line did not exceed Re = 400 during our tests, 
well below the value of transition to turbulence in pipe flows.7  FHL for the different 
configurations has been approximated as a function of the flow rate by a linear best 
fit of experimental data points (see Equation (5) in Appendix), as reported in Figures 
4a-7a. These two equations (parabolic Equation (9) and linear best fit), calculated 
for each given gauge, can be algebraically added to yield a third function (referred 
to as the ‘derived’ equation or function from here on) that can be used to predict the 
OHL along the infusion line for any given flow rate (see Appendix).

Finally, the values of OHL predicted by the above-mentioned function were 
compared to experimental data to verify whether they matched (Fig. 8).

Both observed and calculated OHL values have been plotted in Figure 9a-9d for 
20G, 23G, 25G, and 27G, respectively. Intuitively, the lesser the distance between 
observed and calculated data points, the better the predictive capability of the 
algorithm.

Fig. 4. 20G infusion. (Left) EHL and FHL as functions of observed volumetric flow. Both 
curves and derived equations (EHL, parabolic and FHL, linear) are reported in each graph. 
(Right) Measured OHL compared to predictions by the derived equation (reported in the 
plot). Experimental data points (observed OHL) and calculated values (predicted head loss) 
overlap significantly.



Predicting infusion pressure during vitrectomy 95

Fig. 7. 27G infusion. (Left) EHL and FHL as functions of observed volumetric flow. Both 
curves and derived equations (EHL, parabolic and FHL, linear) are reported in each graph. 
(Right) Measured OHL compared to predictions by the derived equation (reported in the 
plot). Experimental data points (observed OHL) and calculated values (predicted head loss) 
overlap significantly.

Fig. 6. 25G infusion. (Left) EHL and FHL as functions of observed volumetric flow. Both 
curves and derived equations (EHL, parabolic and FHL, linear) are reported in each graph. 
(Right) Measured OHL compared to predictions by the derived equation (reported in the 
plot). Experimental data points (observed OHL) and calculated values (predicted head loss) 
overlap significantly.

Fig. 5. 23G infusion. (Left) EHL and FHL as functions of observed volumetric flow. Both 
curves and derived equations (EHL, parabolic and FHL, linear) are reported in each graph. 
(Right) Measured OHL compared to predictions by the derived equation (reported in the 
plot). Experimental data points (observed OHL) and calculated values (predicted head loss) 
overlap significantly.
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2.3. Interpolation of experimental data points with best fit polynomial 
equation
In order to test whether a simple best fitting algorithm of experimental flow rate 
data per se could yield satisfying OHL prediction, we used the Excel 2013 (Microsoft, 
USA) best fitting curve to yield a 2nd order polynomial equation (hereafter referred 
to as the interpolated equation). 

We then calculated OHL values by the interpolating curve and plotted them 
in Figure 8 for comparison with experimental (observed) data and OHL values 
predicted by the derived function.

2.4. Statistical analysis
The t-test was used for repeated measures of flow rate. Statistical significance was 
set at a p-value less than 0.05.

The Bland-Altman statistic evaluated the agreement between observed and 
OHL values predicted with the derived and interpolated functions. According to 
Bland and Altman recommendations,8,9  the agreement was considered statistically 
significant if at least 95% of the data points fell within ± 2 SD of the mean difference 
between observed and predicted OHL.

Fig. 8. Comparison of infusion line head loss: (Top left) 20G; (Top right) 23G; (Bottom left) 25G; 
(Bottom right) 27G. Each graph reports the comparison between experimental data points 
(observed), derived equation, and interpolated data prediction and curves. For each tested 
caliper, the derived equation yields predicted values closer to experimental ones (observed).
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3. Results

Figure 2 reports volumetric FR as a function of the DE for all tested gauges. FR 
decreased in the following order: 23G > 20G > 27G > 25G; the diff erence between all 
calipers reached statistical significance for any given pressure delta over 15 mmHg 
(p < 0.01).

The EHL parabolic function and FHL linear equation fitting experimentally 
derived points are reported in the left  panes of Figures 4-7, while the comparison 
between experimental points (observed) and the derived function (see Appendix) 
for all tested gauges are shown in the right panes of Figures 4-7. The graphs report 
the comparison between experimental data points (observed), derived equation, 
and interpolated data prediction and curves. For each tested caliper, the derived 
equation yields predicted values closer to experimental ones (observed). Figure 8 
includes the 2nd order polynomial best fit in the comparison.

The Bland-Altman plot of observed OHL vs those predicted with both equations 
is shown in Figure 9. The derived function (Fig. 10a) shows a highly statistically 
significant agreement with experimental data: 97.1% of all data points falling within 
2 SD of the mean diff erence. The best fit (interpolation) function (Fig. 10b) showed a 
higher SD and data scattering with only 91.1% of predicted values falling within ± 2 
SD of the mean diff erence, a predictive value considered non-significant.

The diff erence between OHL data calculated with the derived and interpolated 
functions proved also highly statistically significant (p < 0.01).

Fig. 9. Bland-Altman plot for (left ) predicted and (right) interpolated values. Predicted values 
are less dispersed and much closer to the x-axis (97% within 2 SD) than those obtained with 
the interpolated function (91% within 2 SD). Solid line is the mean of diff erence and dotted 
line ± 2 SD.
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4. Discussion

Maintaining a stable IOP throughout surgery is extremely important, as pressure 
changes may result in severe intra- and postoperative complications, as described 
by Minami et al.10 Previous studies by Kim et al.11 and Moorhead et al.12 on PPV 
recorded an IOP range of 0-120 mmHg, with oscillations exceeding 40 mmHg, values 
which may induce acute ischemic damage also in healthy eyes.13

The introduction of small gauge instruments with highly efficient pumps allows 
high outflow rates and reduced surgical time, but inherently raises the issue of head 
loss and the risk of hypotony, as clearly shown in the work of Abulon et al.14 In fact, 
small gauge surgery imposes a narrow distal infusion opening that limits inflow, 
increasing the risk of significant pressure drop, especially at high vacuum.

The purpose of our study is to characterize the flow of 20G through 27G infusion 
lines in order to measure head loss and define a consistent prediction algorithm as 
a prerequisite for its efficient compensation. 

Experimental data (Fig. 2) emphasize the objective clinical significance of head 
loss and the need for γOHL compensation, showing head losses corresponding 
up to 40 mmHg at flow easily generated during surgery. The relative role of tubing 
and trocar/cannula in OHL is clarified in the left panes of Figures 4-7: the tubing 
frictional component is predominant (steeper curve), but the trocar/cannula gains 
significance as flow increases and caliper diminishes, reaching a fraction as high as 
approximately one-third of the FHL (left panels in Figs. 5-7). It should be noted that 

Fig. 10 . Schematics of the trocar/cannula systems used during the experiments. (a) 20G, 23G, 
and 25G. (b) 27G. (1) infusion tubing metal connector; (2) trocar; (3) silicone tubing.
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FKE includes the energy dissipation along the tubing, predicted by the Hagen-Poi-
seuille law and the additional head loss due to the sudden variations, such as tips or 
connections between different conduit tracts.

Construction details explain the apparently odd result of the 27G and 23G yielding 
a lower EHL compared to the 25G and 20G, respectively. Unlike their counterparts, 
the 27G and 23G infusion tubing are in fact directly connected to the trocar, whereas 
the 25G and 20G have a metal cannula tip sliding into the trocar, thus reducing its 
inner lumen (see Fig. 10 and Table 1). Additionally, the FHL is slightly lower for the 
27G infusion compared to the 25G. This demonstrates that a significant fraction 
of frictional dissipation (FHL) occurs at the narrowest section: the trocar/cannula 
system. The meaningful role that the trocar/cannula system plays both in EHL and 
FHL suggests that its design is crucial in minimizing the pressure drop generated 
by an infusion line. Interestingly, since head loss depends on the 4th power of the 
lumen diameter based on Hagen-Poiseuille law for fluid flow, even a small increase 
of the exit lumen and/or inner diameter of the cannula inner lumen may significantly 
decrease the related head losses.

We derived head loss function (OHL) by adding its known physical components: 
EHL and FHL. The former has a known equation (see Methods section and Appendix), 
while the latter is obtained from experimental data (Figs. 4-7). The developed 
algorithms are both justified from a purely hydraulic standpoint and experimental-
ly validated, since predicted OHL values closely matched experimental data (right 
panels in Figs. 4-7 and Fig. 8; 20G-27G) and proved significantly more accurate than 
direct interpolation (Figs. 8 and 9). It is important to note that the coefficients of the 
equation proposed here strictly refer to tested infusion lines and cannot be applied 
to infusion tubing belonging to other manufacturers. Nonetheless, their form holds 
in general and the same simple method can be used to derive the appropriate coef-
ficients for any given infusion line of any brand.

We relied on gravity infusion to ensure invariant pressure given by piezometric 
head and yield accurate measures. Although most vitrectomy machines use a forced 
infusion system, the concept of head loss applies to pressure drop caused by flow, 
regardless of how pressure is imposed on the infusion bottle.

An accurate OHL compensating system would undoubtedly represent a step 
forward although insufficient per se in guaranteeing a stable pressure throughout 
surgery. A ‘feed forward’ mechanism, in fact, may correct deterministic, systematic 
biases due to the onset and interruption of aspiration, but are useless by definition 
in counteracting random pressure changes as well as transient states. Feedback 
controls, on the contrary, can compensate unpredictable changes but take time, and 
require fine-tuning to avoid dangerous overcorrection and/or system divergence. 

Falabella et al.4 and Sugiura et al.15 investigated one such device and concluded 
that it reestablished preset IOP after an average delay of 2.8 seconds; a lengthy time 
and potentially dangerous, due to the system design that reacts ex-post to pressure 
drop.
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Falabella et al.4 also reported an overshooting pressure wave after head loss 
compensation, but did not investigate the opposite phenomenon. When high 
flow aspiration steady state is reached, the system increases infusion pressure to 
balance head loss; if aspiration stops abruptly, eye pressure will suddenly equal the 
infusion line pressure at potentially dangerously high levels.10 In such a case, flow 
would stop almost instantaneously and no compensating system could effectively 
attenuate this pressure rise.

In summary, we derived functions capable of describing with very high precision 
OHL based on flow in a steady regime. Although unable to capture the transient 
effects due to the velocity of variation of the FR, the equations based analytically 
on hydraulics laws demonstrated a statistically significant prediction capability of 
the steady component of the pressure variations. The same method can be used for 
any given infusion system and will help develop algorithms capable of improving 
intraoperative pressure control. It is worth noting that, in principle, the present 
study could be extended to investigate the transient pressure changes due to the 
flow variation velocity. However, these effects are presumably too fast to be reliably 
compensated in real time during surgery. 
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Appendix

1. Derived function
Figure 2a reports experimental ΔpFHL and ΔpEHL data in mmHg as functions of FR 
measured in ml/min for the 20G infusion line. The EHL in mmHg was evaluated as a 
function of FR in ml/min using Equation (3) that assumes the form:

ΔpFHL = a x FR2        (4)

where the coefficient a = 0.0075 mmHg/(ml2/min2).
The FHL computed by Equation (2) is then approximated by a linear best fit as a 

function of the FR with the equation:

ΔpFHL = b x FR        (5)

where b = 2.6700 mmHg/(ml/min).
Since OHL = FKE + FKL, the pressure drop, which equals γOHL, can be predicted 

as the sum of ΔpEHL and ΔpFHL equations as follows (derived from the OHL equation):

Δp = γOHL = a x FR2 + b x FR      (6)

The left panel in Figure 2 reports Δp obtained from the measured OHL and the 
predicted head loss as a function of FR, calculated with the above equation for 
the 20G infusion line. The overlap between experimental and prediction data is 
excellent. 

2. Interpolation function

For comparison, a 2nd-degree polynomial interpolant was obtained by a best fit 
procedure from OHL data points, viz:

Δp = γOHL = c x FR2 + d x FR      (7)

where c = 0.0242 mmHg/(ml2/min2) and d = 2.1463 mmHg/(ml/min); the pressure 
drop is measured in mmHg and FR in ml/min, as usual. The values for the pressure 
drop obtained from the interpolating Equation (7), from the derived Equation (6), 
and the experimental data are plotted in the left panel of Figure 6.
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The same procedure was repeated for the 23G, 25G, and 27G infusion circuits. 
Corresponding coefficients a and b of the derived Equation (6) and c and d of the 
interpolant Equation (7) are listed in Table 1 and related data is plotted in Figures 5-8.
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localized glaucomatous perfusion 
damage: a case series
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Abstract

Purpose: To investigate the applicability of peripapillary non-flow area (PNFA) 
measurement in the radial peripapillary capillaries (RPC) layer for the measurement 
of progressive localized glaucomatous perfusion damage.
Methods: A research soft ware version of the Angiovue /RTVue-XR OCT (Optovue, 
Fremont, CA, USA) was used to measure localized PNFA progression by clicking on 
a predefined peripapillary non-perfusion area on prospectively acquired images. 
Capillary vessel density (VD) in the corresponding peripapillary sector was also 
measured. High-quality peripapillary Angiovue OCT VD images of an open-angle 
glaucoma population prospectively imaged for 2 to 2.5 years (5 or 6 visits at 6-month 
intervals) were investigated. Eyes with both localized PNFA at baseline and statis-
tically significant peripapillary VD progression in the hemifield of the PNFA were 
selected for the analysis.
Results: Four eyes of four patients were eligible. In three eyes, the Octopus visual 
field cluster mean defect in the cluster spatially corresponding to the area of the 
PNFA progressed significantly (P < 0.01) at a rate of 1.5 to 3.4 dB/year. In two eyes, 
neither PNFA nor sector VD showed significant correlation with the follow-up time. 
In one eye, significant negative correlation for sector VD (r = -0.841, P = 0.036) and 
almost significant positive correlation for PNFA (r = 0.803, P = 0.055) was found, 
while in another eye significant positive correlation for PFNA (r = 0.875, P = 0.022) 
but no correlation for sector VD was found.
Conclusion: Our results suggest that PNFA measurement in the RPC layer is a 
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potentially useful tool for the measurement of progression of localized glaucoma-
tous capillary perfusion damage in open-angle glaucoma eyes with localized peri-
papillary non-perfusion. 

Keywords: Angiovue optical coherence tomography angiography, glaucoma 
progression, peripapillary capillary vessel density, peripapillary non-flow area 
measurement, retinal nerve fiber layer thickness

Introduction

Primary open-angle glaucoma is one of the most common, irreversible, and 
potentially blinding painless progressive optic neuropathies, in which the retinal 
ganglion cells and their axons are progressively lost.1 Treatment of open-angle 
glaucoma is mainly intraocular pressure reduction, which slows down progression 
in most of the cases, but cannot fully stop disease progression. The manifest glau-
comatous structural damage is characterized by optic nerve head cupping (loss of 
the neuroretinal rim of the optic nerve head), reduced peripapillary retinal nerve 
fiber layer thickness (RNFLT), and reduced inner macular retina thickness, while the 
functional deterioration is best characterized and quantitatively measured with 
threshold perimetry of the central 30° portion of the visual field.2 Since vision-relat-
ed quality of life of a glaucoma patient is determined both by the severity of damage 
at the time of diagnosis and the speed of progression (rate of progression expressed 
as worsening of a parameter per year), long-term glaucoma management requires 
regularly repeated functional and structural testing of the eye under treatment. 

Vascular dysregulation and unstable perfusion of the optic nerve head and the peri-
papillary retina have been considered as important risk factors for the development 
and progression of primary open-angle glaucoma.3,4 Therefore, in the last decades, 
several ocular perfusion measurement methods have been established and inves-
tigated for glaucoma.5 However, due to their limitations, their use remains minimal 
in clinical glaucoma care. Optical coherence tomography (OCT) angiography is a 
non-invasive technology that has been recently developed to measure capillary 
perfusion in various layers of the retina, in the macula, the optic nerve head, and 
the peripapillary area, respectively.6-10 The most important difference between 
the information provided by earlier blood flow measurement methods and OCT 
angiography is that the latter provides segmented measurement data for various 
retinal layers and areas separately, while the former methods provide results for the 
whole eye, whole optic nerve head, retina, or large retinal areas, respectively. The 
segmented and localized information offered by OCT angiography on the peripap-
illary perfusion and its stability or progressive reduction can be coupled with the 
spatially corresponding structural and functional test results.

Early and significant reduction of peripapillary vessel density (VD) in the RNFL 
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(radial peripapillary capillaries layer, RPC layer) has been established in open-angle 
glaucoma.6-10 Measurement of glaucomatous progression of the peripapillary 
capillary perfusion damage, however, remains a challenge in clinical  practice.11-18 
The software in some OCT angiography instruments automatically presents 
and calculates 360°, superior and inferior hemifield VD progression for change 
analysis.12,13,19 However, in a similar fashion to progressive glaucomatous RNFLT 
reduction, capillary perfusion damage may progress in small isolated areas with 
little effect on 360° and hemifield average values provided by the software. In order 
to better focus on local VD changes, the Angiovue/RTVue-XR OCT (Optovue Inc., 
Fremont, CA, USA) offers peripapillary sectors and sector VD values for the RPC 
layer.19 The peripapillary sectors follow the distribution of the sectors established 
by Garway-Heath and colleagues for spatial correspondence with the visual field 
test points and glaucomatous visual field deterioration pattern (the Garway-Heath 
map).20 However, in localized progressive capillary perfusion damage, the sector VD 
values may still not be entirely satisfactory, since the damage area may not respect 
the sector borders, and the between-visit fluctuation of the preserved perfusion 
within the sector may blunt the effect of localized progression.

Non-flow area measurement is an established method in macular OCT 
angiography scans to quantify non-perfusion in macular disease.19,21 In the retinal 
layer of interest, the investigator selects a dark (non-perfused) area by clicking on 
the appropriate point on the screen, and the software automatically delineates 
those pixels that form a non-perfused area continuous with the site of the click-
point. The area of the total delineated surface is automatically given in mm2.

In the current case series, we investigated whether peripapillary non-flow area 
(PNFA) measurement in the RPC layer can be used to measure the progression of 
localized peripapillary capillary perfusion damage in open-angle glaucoma. We 
used a research version of the Optovue 2017.1 software that allows measuring PNFA 
in the RPC layer. PNFA was measured in high-quality peripapillary OCT angiography 
images that had been obtained earlier from open-angle glaucoma eyes in a 
prospective study.12

2. Methods

The research protocol was approved by the Institutional Review Board for Human 
Research of Semmelweis University, Budapest. Written informed consent was 
obtained from all participants before enrolment. All applicable institutional and gov-
ernmental regulations concerning the ethical use of human volunteers were followed. 
All participants were white Europeans participating in a long-term imaging study in 
the Glaucoma Center of Semmelweis University in Budapest. OCT angiography and 
RNFLT imaging were conducted prospectively between March 2015 and September 
2017. The detailed methodical description is provided in our original publication.12
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In brief, five or six prospective study visits at 6-month intervals were made (2 to 
2.5-year follow-up). A reliable Octopus normal G2 perimetry test was conducted 
on all study eyes in all visits.12,22,23 To be included in the analysis, the participants 
had to have clear optical media, no eye disease other than glaucoma, and no eye 
surgery during the study period. For peripapillary VD measurements, we used the 
Angiovue/RTVue-XR OCT and the Optovue 2015.100.0.33 software version (Optovue 
Inc., Fremont, CA, USA) via undilated pupil. Only images with optimal image quality, 
no motion artifacts, vitreous floaters, or other artifacts were used for research 
purposes. The 4.5 mm x 4.5 mm scan size was used. All image acquisitions were made 
by the same investigator (GH). In the current investigation, the previously acquired 
VD images were reanalyzed using a research software version of software 2017.1 
with the Phase 7 update.13 This software version provides selective information on 
capillary vessel density (expressed in percentage of the measured area) in the RPC 
layer for the superior and inferior hemifields, and for each of eight peripapillary 
sectors, respectively. The research software version also offers PNFA measurement 
in the RPC layer, irrespective to the VD sector borders. The software automatically 
offers linear regression analysis for superior and inferior peripapillary VD, separately, 
based on the Garway-Heath map.20 No exact P-value is given; significant progression 
is defined as P < 0.05.

For the current analysis, eligible eyes had to have open-angle glaucoma and both 
localized PNFA in the baseline image and a statistically significant peripapillary VD 
progression for the hemifield containing the PNFA. One eye per patient was investi-
gated; therefore, when one eye of a patient qualified for the analysis, the other eye 
was not considered eligible. One PNFA location per eye was investigated. The exact 
location of the clicking-point for PNFA measurement was determined in the baseline 
image using anatomical landmarks and the cross-line tool of the VD image (Fig. 1C). 
This image was saved and used for the exact repetition of the clicking-point on all 
corresponding VD images. PNFA was determined three times in each VD image. The 
measured value was accepted and used for analysis when all three PNFAs reflected 
the same area and provided exactly the same area value. Baseline Octopus visual 
field cluster mean defect (MD) and the software-provided cluster MD progression 
(in dB/year)22,23 for the corresponding OCT angiography follow-up period were 
recorded for the cluster that spatially corresponded to the PNFA location. In Octopus 
perimetry, a visual field cluster comprises all test points that project to the same 
peripapillary retinal nerve fiber bundle, based on the Garway-Heath map.20,22,23 In 
Octopus perimetry, abnormal sensitivity values are indicated with positive numbers.

2.1. Statistics
Pearson correlation with the follow-up time was used to determine progression. A 
significant VD progression was defined with a negative slope, and a significant PNFA 
progression with a positive slope at P < 0.05 level. The ROPstat 2.0 program package 
was used.
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Results

Of the 24 prospectively imaged open-angle glaucoma cases, 4 eyes of 4 patients 
qualified for analysis (Table 1). Case 1 was an advanced primary open-angle 
glaucoma eye of a 73-year-old male patient with 51 µm baseline mean RNFLT 
and 18.5 dB baseline Octopus visual field MD. No significant RNFLT progression 
was measured during the follow-up, probably due to the low values, which had 
decreased below the measurement threshold (floor effect). PNFA was defined in 
the superior sector adjacent to an advanced superotemporal RNFL bundle defect 
(Fig. 1B and C). Neither PNFA nor sector VD progressed in a statistically significant 
manner (Table 1). In the spatially corresponding visual field cluster, the cluster MD 
progressed significantly at 2.9 dB/year rate (P < 0.01). 

Case 2 was a primary open-angle glaucoma eye of a 65-year-old male patient 
with early visual field deterioration (baseline visual field MD 4.1 dB), high myopia 
(spherical equivalent: 8.0 diopter), and 71 µm baseline average RNFLT. PNFA 
was found in the inferotemporal sector. No sector VD progression and no PNFA 
progression were found (Table 1). No significant average RNFLT progression was 
measured, and the spatially corresponding visual field cluster progression was not 
statistically significant.

Case 3 was an early primary open-angle glaucoma eye of a 71-year-old female 
patient with multiple vascular white matter lesions in the brain. The baseline RNFLT 
was 81 µm and the baseline visual field MD 0.3 dB. The RNFLT progression rate was 
3.77 µm/year (P = 0.004) and the visual field cluster MD progression rate 1.5 dB/
year (P < 0.01) in the cluster spatially corresponding to the inferonasal peripapil-
lary sector, where sector VD progressed significantly (r = -0.841, P = 0.036) and PNFA 
progressed in an almost significant manner (r = 0.803, P = 0.055, Table 1).

Case 4 was an advanced juvenile open-angle glaucoma eye of a 48-year-old female 
patient with 59 µm baseline RNFLT and 18.7 dB baseline visual field MD. No RNFLT 
progression was found during the follow-up, probably due to floor effect. In the 
superotemporal sector, significant PNFA progression (r = 0.875, P = 0.022) was found 
without sector VD progression (Table 1). The visual field cluster MD progression in 
the spatially corresponding cluster was 3.4 dB/year. 

4. Discussion

In the current case series, prospectively acquired peripapillary OCT angiography 
images of four open-angle glaucoma eyes with PNFA and significant hemifield VD 
progression were investigated using a research software version that offers both 
PNFA measurement and peripapillary sector VD measurement in the same images. 
Our goal was to investigate whether PNFA measurement in the RPC layer can add 
clinically useful information regarding localized progression of glaucomatous 



Table 1. Demographics and progression data of the patients

Patient

Baseline
average 
RNFLT 
(µm)

Baseline
Octopus 
VF MD 
(dB)

Baseline 
sector≠ 
RNFLT 
(µm)

Baseline 
Octopus 
VF 
cluster± 
MD (dB)

Average 
RNFLT 
progression 
(µm/year, 
P-value*)

Octopus 
VF cluster ± 
progression 
(dB/year,
P-value*)

Case 1
73-yr old male, 
left eye, 
superior sector

51 18.5 50 14.1 0.26 
P = 0.410

2.9
P < 0.01

Case 2
65-yr old 
male, left eye, 
inferotemporal 
sector

71 4.1 53 10.8 0.04
P = 0.820

1.1
P > 0.05

Case 3
71-yr old 
female, left eye, 
inferonasal 
sector

83 0.3 91 0.0 -3.77
P = 0.004

1.5
P < 0.01

Case 4
48-yr old 
female, left eye, 
superotemporal 
sector

59 18.7 60 17.7 -0.44
P = 0.31

3.4
P < 0.01

*: Pearson correlation; ≠: sector in which the peripapillary non-flow area is located; ±: visual 
field cluster that spatially corresponds to the sector in which the peripapillary non-flow area 
is located; RNFLT: retinal nerve fiber layer thickness; VF: visual field; MD: mean defect; VD: 
vessel density 
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Visit 1 Visit 2 Visit 3 Visit 4 Visit 5 Visit 6 r-value*

Sector VD (%) 22 22 22 21 17 -0.802
P = 0.102

Non-flow area 
(mm 2) 0.796 0.719 0.888 0.939 0.851 0.615

P = 0.270

Sector VD (%) 29 33 26 28 29 -0.310
P = 0.612

Non-flow area 
(mm 2) 0.215 0.248 0.468 0.434 0.427 0.816

P = 0.092

Sector VD (%) 36 37 35 32 33 23 -0.841
P = 0.036

Non-flow area 
(mm 2) 0.101 0.282 0.548 0.595 0.404 0.647 0.803

P = 0.055

Sector VD (%) 24 29 25 26 27 22 -0.330
P =0.523

Non-flow area 
(mm 2) 0.384 0.519 0.524 0.512 0.669 0.620 0.875

P = 0.022
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perfusion damage to the information provided by the corresponding sector VD in 
eyes with PNFA. The background to our investigation is that localized progression of 
capillary perfusion damage in such eyes can theoretically be caused both by a more-
or-less diffuse reduction in a peripapillary VD sector and by an isolated increase of 
a non-perfusion area. In the latter case, sector VD may not detect progression since 
PNFA may not respect the sector borders, and the between-visit variability of the 
preserved perfusion in the sector may mask the effect of PNFA change.

In two of the four cases, neither sector VD nor PNFA correlated with the follow-up 
duration. This suggests that, in these cases, no OCT angiography progression was 
present in the investigated areas. In another case, high correlations (progression) 
were found for the spatially corresponding sector VD and PNFA, although for the 
latter parameter the relationship was not quite statistically significant. In the last 
case, a high and significant correlation was found for PNFA, but no correlation was 
found for the corresponding sector VD. These results show that PNFA and sector 
VD provide similar but not identical information, and their clinical usefulness can 
be different in different cases. In this small case series, we did not find any clear 
relationship between sector VD and PNFA progression, and visual field cluster MD 
progression in the spatially corresponding visual field cluster.

It is important to note that in the current work our goal was to evaluate one 
technical aspect of peripapillary OCT angiography for the evaluation of open-angle 
glaucoma progression. Thus, we present the between-parameter differences for 
the detection of progression within an eye, and do not interpret the between-pa-
tient differences or the differences between the systemic health conditions of the 
patients. Since only four eyes qualified for the current analysis, such interpreta-
tion would not be scientifically or medically established. There was a consider-
able difference in the age of the patients, ranging from 48 and 73 years at baseline. 
However, in progressive late-stage glaucoma, age plays no role in the development 
of glaucomatous progression in a 2.5-year follow-up period.12,13 One may speculate 
that Patient 3, with both primary open-angle glaucoma and white matter lesions in 
the brain, progressed rapidly due to a combination of both diseases. This, however, 
has no influence on the technical aspects of perfusion measurement investigated 
by us in the current case series. In real-life glaucoma care, elderly glaucoma patients 
frequently suffer from systemic vascular and cerebrovascular diseases. Therefore, 
Case 3 represents one type of open-angle glaucoma patient commonly seen in 
clinical practice.

Our case series has limitations. Even though we had 24 open-angle glaucoma 
patients prospectively followed for 2.5 years in the original study, in the current 
case series the analyzed sample size was small due to the small number of eyes with 
both PNFA and significant hemifield VD progression, as well as high-image quality. 
We could not extend the length of the analyzed period beyond 2.5 years (6 visits) 
since we replaced the imaging software with a different, higher resolution version. 
Currently, PNFA measurement has not been validated by the OCT manufacturer. 
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Thus, further research is necessary before this parameter can be considered for 
clinical application. Extension of a PNFA toward the image periphery can be limited 
by the image frame. This can decrease the probability of measuring true progression. 

In conclusion, our results suggest that PNFA measurement in the RPC layer 
may provide additional information to sector VD measurement. Therefore, it 
may become a potentially useful new tool for the measurement of progression 
of localized glaucomatous peripapillary capillary non-perfusion. Evaluation of 
PNFA for glaucoma progression requires prospective high-quality imaging and 
long follow-up. Therefore, ongoing prospective clinical investigations conducted 
on large open-angle glaucoma populations may provide the possibility of a more 
detailed and sufficiently powered future investigation on the usefulness of PNFA in 
glaucoma progression analysis.
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Abstract

Ophthalmology researchers are becoming increasingly reliant on protected data sets
to find new trends and enhance patient care. However, there is an inherent lack of
trust in the current healthcare community ecosystem between the data custodians
(i.e., health care organizations and hospitals) and data consumers (i.e., researchers
and clinicians). This typically results in a manual governance approach that causes
slow data accessibility for researchers due to concerns such as ensuring auditability
for any authorization of data consumers, and assurance to ensure compliance with
health data security standards. In this paper, we address this issue of long-drawn
data accessibility by proposing a semi-automated “honest broker” framework that
can be implemented in an online health application. The framework establishes trust
between the data consumers and the custodians by:

1. improving the e�iciency in compliance checking for data consumer requests
using a risk assessment technique;

2. incorporating auditability for consumers to access protected data by including
a custodian-in-the-loop only when essential; and

3. increasing the speed of large-volume data actions (such as view, copy, modify,
and delete) using a popular common data model.
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Via an ophthalmology case study involving an age-related cataract research use case
in a community cloud testbed, we demonstrate how our solution approach can be
implemented in practice to improve timely data access and secure computation of
protected data for ultimately achieving data-driven eye health insights.

Keywords: common data model, honest broker, precision medicine, protected data
access, semi-automated compliance

1. Introduction

Health care big data being collected today for patients typically comprises heteroge-
neous data sets collected as: electronic health records (EHR) of patient history, wear-
able andother sensordata, genetics, environmental factors,medical imaging, clinical
diagnosis of signs/symptoms/outcomes, and laboratory results.1 With the increased
push to promote data-driven methods in healthcare, there are massive data collec-
tion and archival e�orts underway. In fact, biomedical big data has become one of
the critical thrust areas for the US National Institutes of Health2 due to the potential
of multi-source data sharing and analysis for discovering rare patterns. Particularly,
EHRs have transformed the availability of patient data as well as disease information
to researchers andphysicians. The AmericanMedical Informatics Association (AMIA)3
Genomics and Translational BioinformaticsWorking Group has identified knowledge
discovery and data mining as important components of clinical research informatics
and next-generation clinical decision support.

Building upon these advances, researchers and clinicians in ophthalmology and
other fields ofmedicine canenhanceexisting knowledge relating to studies of disease
management (diagnosis, prevention, early prediction, personalized treatment)4 for
quality health care.1 They canpotentially analyze/visualize any accessible (protected)
data sets to pursue medical breakthroughs in the areas of personalized medicine,5
and big data knowledge discovery.6 Thus, they can investigate novel data-driven
methods in, e.g., identifying latent associations of patient data sets to determine risk
factors for diseases and test hypotheses with relevant heuristics as part of ongoing
clinical research studies.7

However, there is an inherent lack of trust in the current health care community
ecosystem between the data custodians (i.e., health care organizations and hospi-
tals) and data consumers (i.e., researchers and clinicians). This typically results in an
approach that causes slow data accessibility for consumers due to concerns such as
ensuring auditability for any authorization of data access, and information assurance
to ensure access compliance with health data security standards. The governance to
authorize data access requests from researchers and clinicians includes several data
custodian tasks. The tasks include:

1. ensuring privacy preservation of data owners (i.e., patients) by checking for
compliance of health regulations such as the Health Insurance Portability and
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Accountability Act (HIPAA);8 and

2. ensuringdata consumershave theappropriate Institutional ReviewBoard (IRB)
protocol approvals when accessing the data.

These essential tasks introduce additional steps that cause delays in timely handling
of the user data query requests. Figure 1 illustrates the current "manual honest bro-
ker" governance that is usedbydata custodians tomanagedata consumers’ access of
multiple data sourceswith heterogeneous data sets that aremulti-domain, sensitive,
and guarded by multiple access regulations. Consequently, any data consumer user
request involving various data sets access and their corresponding secure computa-
tion resource requirements are subject to governance tasks and community cloud in-
frastructure configuration. These actions o�en take several months before approval
is granted for data consumption.

Fig. 1. Illustration of an honest broker facilitation for health big data sharing.

In this paper, we address this issue of long-drawn data accessibility by propos-
ing a semi-automated "honest broker” framework that can be implemented in an on-
line health application. Figure 1 shows the various features that our honest broker
solution must ideally support. It should help in the automation of the data sharing
negotiation process, as well as ensure data access compliance to protect all parties
involved (i.e., data owners, data custodians, and data consumers). The design of our
honest broker framework aims to foster trust establishment between the data con-
sumers and the custodians in several ways. Firstly, it improves the e�iciency in com-
pliance checking for data consumer requests using a risk assessment technique that
uses a natural language processing scheme to automate portions of the compliance
checking (basedon theNISTSP800guidelines)9 givenadataconsumer’s filled-out re-
quest form, and a data custodian’s access policy document. Secondly, it incorporates
auditability for consumers to access protected data by including a custodian-in-the-
loop only when essential. Logging, notification, and manual approval confirmation
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are performed for data actions (such as view, copy, modify, and delete) depending
upon the assessed risk and the sensitive nature of the data being accessed. Lastly,
it increases the speed of large-volume data actions using a popular common data
model (CDM)10 on a global data catalogue (a.k.a., centralized data repository) that is
hosted in a community cloud infrastructurewith high-performance computing, high-
throughput storage, and virtual desktop access resources.11 We implement our semi-
automated honest broker solution in the form of an online health application for an
ophthalmology case study involving an age-related cataract research use case involv-
ing the assessment of risk factors (e.g., race, age, and diagnosis) that can possibly
cause the cataract diseases.12 We also demonstrate our implementation benefits for
the ophthalmology case study in a real-world community cloud testbed to improve
timely data access and secure computation of protected data for ultimately achieving
data-driven eye health insights.

The remainder paper organization is as follows: Section 2 lists the related work
and discusses the novelty of our contributions. Section 3 presents a background re-
garding our ophthalmology case study and challenges experienced when accessing
protected data sets. Section 4 details our solution approach for the semi-automated
honest broker framework development. Section 5 describes our solution implemen-
tation and benefits demonstration in a real-world community cloud testbed for pro-
tected health data management. Section 6 concludes the paper.

2. Related work

2.1 Brokering solutions for health applications

To expedite the processing of data requests, existing works13,14 adapt the functionali-
ties of a brokering approach that includes either retrieving the data faster or checking
the access compliance based on data custodian policies to identify the risk of sharing
the data. Prior work15 proposed an integrative clinical and genomic data framework
called SPARKS, featuring a user interface that requires low levels of training onhow to
query/access the diverse data. However, these works13–15 fail to address the latency
caused by the manual governance approach to process the related data requester
queries. In order to address such data access issues in a diverse data environment,
our approach employs a semi-automated honest brokering approach (automation is
performed when possible based on risk factors) to the process of compliance check-
ing that ultimately enhances data access speed and its secure computation in a com-
munity cloud infrastructure.

2.2 Datamodel approaches for integrating diverse data

Due to the diverse nature of the data sources handled in existing works,13,14 the data
retrieval process for each user request can cause overheads for the users, such as
knowing the query language for data retrieval, getting to know the internal structure
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of data sources, or dealingwith theburdenof combiningmultiple data sources. To re-
solve such challenges, a data repository knownas the commondatamodel (CDM)10 is
employed, which includes standardized data elements, reduced data discrepancies,
combined handling of multiple data sources within standard views, and facilities for
reproducibility and consistency of data retrievals.16 The fundamental part of using
a CDM10 is that it supports data collections for di�erent purposes and from multiple
sources. For instance, providers, clinical research, patient care, and financial informa-
tion can be combinedwithin a common structure. The OMOP-CDM10 has beenwidely
adopted to structure clinical research data,17 and multiple open-source tools have
been published to bring disparate data sources into the CDM.18 Given the advantages
of using a CDM, we use the OMOP-CDM version 5 in our work to improve query per-
formance of data retrievals from the original data sources and establish a CDM-based
common data repository.

2.3 Risk assessment approaches

Health data access and availability of information from di�erent data sources are es-
sential factors to take a clinical decision for the data consumers (i.e., researchers and
clinicians) involved in a health care ecosystem. Ensuring trust between the data con-
sumers and the data custodians to facilitate data accessibility is one of the key com-
ponents formany data-oriented transactions involved in health care applications. To
establish mutual trust or auditability in cloud-based so�ware deployments, the risk
of each data transaction and its impact needs to be analyzed.19 As part of establish-
ing trust between the users using our honest broker solution approach, we employ
a two-step process which includes the NIST-based risk assessment approach.19,20 We
also adapt a semi-automated compliance checking building upon thework in20 in or-
der to bring a custodian-in-the-loop only when necessary.

2.4 Compliance-checking solutions

Industry e�orts in existing works21–23 deploy various computation capabilities along
with HIPAA compliance to support the development of health care applications. Sim-
ilarly, to e�iciently utilize cloud-based services, consumers have to continuously
monitor and manage the Service Level Agreements (SLA) and also ensure compli-
ance among the services requested by the users. Moreover, a NIST-based compliance
mechanism in our prior work20 elaborates how to align and check compliance for
di�erent computing service policies for a given user request with security and per-
formance requirements for a bioinformatics use case. Our proposed honest broker
solution features semi-automated HIPAA8 compliance checking20 based on Natural
Language Processing (NLP) methods to establish the trust and auditability of data
transactions in health care big data applications.
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3. Background of age-related cataracts case study

3.1 EHR database

Recent advancements in health care community using big data provide unique op-
portunities to investigate risk factors for the development of age-related cataract dis-
eases. As part of a cataract research study,12 we utilize the data in a computation-
friendly EHR database such as the Cerner HealthFacts® database. This EHR database
captures and stores de-identified, longitudinal EHRs, including information on de-
mographics, type of encounter, diagnosis, medications, procedures, laboratory tests,
hospital information, and billing details withmore than 60million patient records. In
our work, we particularly utilize a cataract data set research study as a use case for
our proposed honest brokering solution development.

Fig. 2. Demographics of the ophthalmological data in the Cerner HealthFacts® database.

This EHR database provides uswith a unique opportunity to studymore variables
(patient demographic, gender, weight, diagnosis, etc.) to analyze the risk factors, as
shown in Figure 2 of age-related cataract diseases.12 As part of accessing the data for
this risk factor analysis,12 the data consumers (i.e., clinicians and researchers) need
to run large-scale queries similar to a query shown in Figure 3. In our experiments,
it took approximately 24 minutes to run a basic program using about 1% of the data
available in the HealthFacts database. Formore complex programs usingmore of the
data, it took 3 or 4 days to run the query, as shown in Figure 3. Such performance
outputs are extremely slow for data consumers who would have to wait long periods
to testbolddata-drivenhypothesesandderiveanalytical insights for the future illness
treatment or drug discovery.

3.2 Governance process challenges in the current model

In addition to the above discussed practical problems, new bottlenecks in utilizing
large health-related databases can arise due to the manual governance employed in
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Fig. 3. Query execution of an ophthalmology health big data application case study involving
HealthFacts and the Statistical Analysis System (SAS) analytical tool.

the current HealthFacts, as shown in Figure 4. The challenges caused by the man-
ual governance approach can be grouped under issues pertaining to: approval for
extracting data, latency in extracting data, and storing the data for analysis. To elab-
orate, the data request process in the current HealthFacts system includes the fol-
lowing steps. Firstly, a data consumer sends his/her data request to the HealthFacts
database custodian involving various data types such as: aggregated, de-identified,
identified, and limited. Secondly, each of the user requests are reviewed by a data
custodian-appointed governance committee to check for HIPAA compliance along
with the policies employed across di�erent data sources. The time taken for obtain-
ing consent from each of the parties involved in the data access transaction typi-
cally takes several days or even months due to the manual processes. This results
in queued data requests, query building to use for data visualization, latency in ac-
cessing the data (slow query response), and delayed patient care decisions, which
we term as a case of Loss of opportunity.

Fig. 4. Data sharing pipeline subject to a governance process for compliance assurance and
auditability of protected health big data applications.

The usability is a�ected for data consumers due to the latency in accessibility of
the data specifically to run large-scale queries for analytical purposes. The end users,
whoare typically not experts in high-performance computing, require automation for
handling queries that involve performing a data lookup at the high scale. Moreover,
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lack of auditability mechanisms for data transactions in a health care ecosystem and
other related trust issues among the data consumers and custodians leads to the fear
of Loss of value for data sets being requested. Furthermore, slow disk mechanisms
used for data lookup, inadequate memory provisioning, and low-scale processing
back-ends can all cause additional latency in data accessibility. To scan billions of
health records from the HealthFacts database using a query look up, relevant user
interfaces and appropriate community cloud system configurations need to be de-
signed to obtain reasonable response times for retrieval of relevant records.

4. Semi-automated honest broker framework

In order to address the challenges shown in Figure 4 relevant to the case study, we
propose a semi-automated brokering solution that features a pipeline to speed up
the data request, access, and sharing process to help research and day-to-day clin-
ical applications. We mainly categorize our proposed solution approach into three
modules:

1. User interface (UI) module - for the user requests;

2. Honest brokermodule - for thebrokering service toprocess the requests involv-
ing the governance committee; and

3. CDM - to integrate the disparity among the multiple sources of data for speedy
query/analysis, as shown in Figure 5.

Thus, through our approach, multiple and disparate data sources can be integrated
and the queried data can be shared without compromising the access policy com-
pliance of the sources. Our approach also expedites data accessibility by improving
performance while handling users requirements, and making the data sharing pro-
cess trustworthy.

4.1 UI design

The UI module features a web-based interface that allows users to request/review
data relevant to the age-related cataract research study. To develop the UI, we used
an open-source platform known as HumHub,24 which is an open-source social net-
work development kit based on the Yii2 Framework. HumHub uses the Model-view
controller (MVC) architecture that allows adding new features or allows changing ex-
isting core features by means of custommodules. We implemented our UI equipped
with both front-end technologies (e.g., HTML, CSS, Javascript) and back-end tech-
nologies (e.g., PHP, PostgreSQL, Python). The UI allows data consumers (i.e., re-
searchers and clinicians) to create a new data request by filling out a questionnaire
that helps the administrators in governance committee reviews, and initiates the
processing of user requests to make a (approve/deny) decision. The decisions are
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Fig. 5. Layout of the functional modules of the honest broker that include the: UI for the data
custodians and data consumers, the honest broker service for semi-automated assurance and
auditability of the protected health data access, and the CDM for supporting high-volume data
actions.

made based on the compliance and risk values obtained for each of the user requests
considering tradeo�s in the Loss of opportunity and Loss of value criteria. The interac-
tions between the server and the web applications that are part of the data request
and authorization review process in the UI are communicated via JSON formatted
messages. We assume two di�erent types of data consumers, i.e., local-user (Intra-
domain) and external-user (Inter-domain), who can submit their requests. These
users can have access privileges with, e.g., default access for Intra-domain user, and
limited access for Inter-domain user. An example of the user data request form and
the admin request review form to access diverse data types (e.g., aggregated, de-
identified, limited, identified) are included in Figure 6.

4.2 Honest brokering design

The honest brokeringmodule serves as amonitoring system that acts upon the tasks
of a governance committee, such as HIPAA and data source policy compliance, risk
assessment of each data request, and subsequent decision making on each of the
user requests. The honest brokermodule in Figure 5 illustrates the compliance check
functionality, risk assessment19 relevant to a user request, and user access privileges;
decision module that pertains to the approval/denial of the user requests. The com-
pliance functionality, allows the admin users to classify the requests into several bags
of words that are categorized as performance and security requirements (Fig. 7). The
performance and security requirements obtained, as well as the policies of the re-
quested data sources are checked for HIPAA compliance adapted from the work in
Dickinson et al.,20 whose compliance levels are classified as low,medium, and high.19
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(a) UI for the data consumer. (b) UI for the governance committee.

Fig. 6. Honest broker UI screenshots from the HumHub-based implementation of the user data
request forms, and the logging/notification/approval-seeking for assurance and auditability.

Fig. 7. Conversion of a user request into performance/security requirements using anNLP tool.

The honest broker module handles various parameters related to the requested
data, and analyzes the risk associated with each user request, as shown in Figure 8.
A risk assessment evaluates the risk score associated with each of the user requests,
including data type requested, user type, and data source. Due to the independent
event nature of these user request entities, amaximum function is used to determine
the overall likelihood (f1). For accurate risk assessment, we model the compliance
score (level) of the user request as input into the risk assessment module to com-
pute the overall risk score (f2), which is an average function of (f1 and compliance
score). The overall risk score is categorized on a uniform scale of 1-10 such as: low (1-
3), medium (4-6), and high (7-10). To take an e�ective decision based on all the com-
puted parameters, such as compliance and risk associated with the user requests, a
decision process is integrated. This enables the admin to give a decision to approve/-
deny that considers tradeo�s in Loss of opportunity and Loss of value criteria. For ex-
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ample, consider an Intra-domain user (local user) requesting aggregated data whose
data source risk input is minimum. The risk assessment in this case determines the
overall risk score as low. Consequently, data access is allowed by logging the data
transaction and additionally notifying the admin about the data transaction. With
such a risk-analysis based decision, a long-drawnmanual governance committee re-
view is avoided. However, if an Inter-domain user (external user) requests, e.g., iden-
tified data involving a large number of days range, then the risk assessment directs
the admin to initiate a manual governance committee review.

Fig. 8. Steps to calculate the compliance score during risk assessment for a given user request.

4.3 Data query using the CDM

The CDM10 helps in the creation of a global catalogue that can provide a standardized
repository of the data. This standardized data is accessible to the honest broker sys-
tem for sharing data analytics pipelines to Intra/Inter-domain users. As part of the
CDMmodule, we adapt theMOP-CDM v5.0 to provide a common view of the data and
control the access pertaining to di�erent types of data and resources allocated to ful-
fill a particular request.10 OurCDMmodule improves performanceby exposing a stan-
dard way to access any data request. This module combines the data from multiple
data sources into a single standard model via Extraction, Transformation, and Load
(ETL)18 functions, as shown in Figure 9. Data is recorded on a day-to-day basis as part
of the regular healthcare operations in the EHR at the data source sites. An ETL pro-
cess fromEHR inaCDM implementationcanbeautomatedby scheduling incremental
refresh of data on a nightly, biweekly, monthly, or even quarterly basis. Data can also
be refreshed in real-timeusingHL7messages. In the case that a specific data attribute
is queriedacross agiven timeandday rangebyuser(s), the correspondingdata canbe
retrieved if necessary metadata has been added by the data sources involved. Note
that the metadata information can be processed as new attributes in the data model
aspart of theCDM implementation. To validateour solutionapproach,we considered
data sources containing age-related cataract patients data in the DE-SynPUF format
stored in text files.
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Fig. 9. Illustration of CDM module handling multiple data sources through an ETL process to
convert to the standard OMOP-CDM v5.0 format and to load into central data repository.

Ano�lineETLprocess extracts thedata fromthe text files, transforms thedata into
the OMOP-CDM v5.0 data model10 format, and loads the standardized data into the
CDM repository built on a PostgreSQL v9.5 database. With data available in the CDM
repository, the honest broker is able to process approved/authorized user requests
by running predefined queries to handle the user-requested data sets.

The sample data sets as shown in Table 1, are utilized for the data retrieval process
where the user requests are processed by the honest broker, as shown in Figure 10.
Once the user request is processed and an approval decision is made automatically
(withnotification to the admin), ormanually by the adminor the governance commit-
tee, the related predefined queries are executed against the CDM repository, where
the time taken for data retrieval is logged. The data flow process shown in Figure 10
includes a set of text files fromdata sources comprisingpatient data in theDE-SynPUF
format. The data is extracted from those files, transformed into the OMOP-CDM V5.0
format,10 and loaded into the central data repository. When user data requests are
processed through data retrieval from the central repository, the result-sets are pre-
sented to the users for analysis/visualization.

If a request is semi-automatically approved by the honest broker, then the total
processing time for that request is just limited to the time taken to execute the query
(on the order of a few seconds). Our approach is thus based on the fact that the de-
cision about approving or denying a request is automated based on the data access
factors of the request and the additional information provided by the user for risk as-
sessment. If further authorization is needed for data access, then a custodian-in-the-

Fig. 10. Illustration of the data flow process handled by the honest broker from multi-domain
sources to the target CDM-supporting computing location.
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loop intervention is introduced (on the order of a few days or months). Regardless,
the semi-automated honest broker along with the CDM simplifies user data access
requests, and shortens the time for checks (e.g., HIPAA fields) and data transforma-
tion (e.g., de-identification) that are currently performed entirelymanually. Thus, the
semi-automated honest broker aids the admin as well as the governance committee
to formally approve data access from multiple data sources with varied compliance
requirements. Correspondingly, it also helps in streamlined and automated handling
of data queries based on the fields, as well as their associated metadata in the CDM.

5. Implementation and evaluation results

5.1 Testbed setup

To evaluate our proposed honest broker solution, we implemented our solution ap-
proach using a community cloud testbed on the NSF GENI cloud infrastructure,25 as
shown in Figure 11. In this community cloud testbed setup, we included a host ded-
icated for the honest broker service on a HumHub instance24 and customized our UI
functionality. An ExoGeni host allows Layer 3 access to the CDMmodule. Virtual ma-
chines are deployed for the two hosts dedicated to the original data-source reposito-
ries (located locally and externally), and the two hosts to serve as the users (Intra-
domain and Inter-domain). All of these components are connected via a network
switch that emulates the functionalities of each of these entities across multiple net-
work domains.

Each of the components in the testbed setup as shown in Figure 11 are equipped
withdi�erentnetworkingspeedsbasedon theuser type (Inter-domain, Intra-domain).
An Intra-domain user requests the data access via a LAN (Local Area Network) switch
to the data repository, whereas an Inter-domain data access occurs over the Inter-
net. To process these requests, the honest broker administrator (HB-ADMIN) who is
a local user, will have the option to review the request based on the responses from
the honest broker component used in the testbed setup. The decisions are sent to
the HB-ADMIN from the honest broker module via a high-speed network to avoid the
latency in the request process. If the request is approved, then the requested data is
fetched from the ETL-CDM component used in the community cloud-testbed setup
shown in Figure 11. Evaluation results for the functionalities of each

5.2 Risk assessment results

As part of the honest broker service, we performed compliance checking along with
risk assessment based on the schemedetailed in Section 4. As themain three entities
of a user request (i.e., data source risk, data type requested, and user type) are given
as the input parameters as shown in Figure 8, we term these entities as A,B,C with
eight combinations of user request scenarios. As defined in Section 4, we utilize a
scale of 1-10 for the related risk assessment calculations. As function f1 is modeled as
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Fig. 11. Community cloud testbed topology including thehonest broker node, theETL-CDMExo-
Geni node, the data sources, an Inter-domain user external to the data custodian organization,
and an admin user corresponding to the data custodian organization.

amaximum function, it is irrelevantwhich entity amongA,B,C is high, as eachof these
A,B,Cparametersare independentof eachother inanonlinehealthapplication. Thus,
the combination of user request scenarios are reduced to eight and used to compute
f1, as shown in Table 1. Furthermore, as shown in Figure 8, once the compliancemod-
ule identifies that the given user requests are compliant with HIPAA privacy rules, a
compliance score is assigned. The values of the compliance score are assigned as low
(L), medium (M), and high (H) scale based on the user request being processed.9,19,20.

This compliance H/M/L score is sent as an input to compute the risk score, which
is the average of the three entities. The compliance score for eachuser request is then
output as shown in Table 1. To elucidate, consider the scenario when a local user re-

Table 1. Risk assessment for exemplar user requests handled in the online health application.
Data
source
(A)

Data
source
(B)

Data
source
(C)

Overall
likelihood

(f1:max(A,B,C))

Compliance
score (CS)

Total risk score
(f2 = avg(f1, CS)

Overall
risk level
(L, M, H)

3 2 3 3 3 3 L
5 6 4 6 6 6 M
8 9 10 10 10 8 H
2 5 9 9 6 8 H
2 4 6 6 6 6 M
3 5 6 6 3 5 M
3 8 9 9 3 6 M
5 6 10 10 10 10 H
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quests (compliance level: Low) for an aggregated data (Low) and data requested is
"Return the count of condition type (diagnosis)” which is compliant with HIPAA poli-
cies (as the data does not have any PHI data); the corresponding overall risk score
level is Low. In this case, the admin approves the user request and shares the data
based on Loss of opportunity (data availability) priority considerations. Similarly, for
the other seven user request scenarios, we enlisted the risk scores as shown in Ta-
ble 1, with corresponding data access authorizations involving logging, notification,
or formal (manual) approval from admin or governance committee.

5.3 CDM-enabled query results

A�er the (approve/deny) decision process has been completed, the response for the
requested data access is shown on the UI dashboard of the data consumer. If the re-
quest is approved, the data consumer is granted access to the data via a data deliv-
erymechanism that can include links to, e.g., archived repositories or shared folders,
which have an expiration period. Each of these data deliverymechanisms is linked to
the data retrieval from the CDM implementation, and logged on the data custodian
system side for auditability.

Table 2. CDM-enabled data query times in the community cloud testbed implementation of
the semi-automated honest broker solution for high-volume patient data requests.

Requested data set Query
time

Counts of drug types 4.1 sec
Counts of persons with any number of
exposures to a certain drug 328ms

Distribution of age across all observation
period records 709ms

How long does a condition last 783 ms
Number of patients by gender, stratified
by year of birth 846ms

Number of people continuously observed
throughout a year 178 ms

Number of people who have at least one
observation period that is longer than 365 days 183 ms

Patient count per care site place of service 321 ms

We validated the functionality of our proposed CDM module by uploading a
cataract data sample that includes health claim-related information. The query
time shown in Table 2 is the parameter we use to evaluate the implementation of
our CDM module in the honest broker implementation. Based on the query time
shown in Table 2, we can observe that most of the resultant data set is retrieved in
a time period of less than a second, whereas, the user request related to drug type
took approximately four seconds. Thus, from the results shown in Table 2, we show
that the complexity of the queries is impacted when performing joins and retriev-
ing the required data sets from the relational schema. Based on these results, we
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plan to further evaluate the e�ectiveness of our honest broker implementation in
the future by considering additional usability-related metrics relevant to the user
requests for the age-related cataract study, including: query time, data request time,
and latency/delay for handling a data request. We also plan to compare the results
for di�erent community cloud infrastructure configurations and data source policy
variants to investigate CDM-based designs that improve the user experience.

6. Conclusion

Health care data comprises heterogeneous data sets collected frommultiple sources,
such as patient information, health claims, billing info, and user demographic data.
To pursue new trends and medical breakthroughs, researchers and clinicians are in-
clined to analyze or visualize any protected data sets. In this paper, we addressed the
issue of long delays in data accessibility using a semi-automated honest broker so-
lution within an online health application implementation. Our solution approach is
targeted for an ophthalmology case study involving an age-related cataract research
study that is supported via an actual community cloud testbed. Our honest broker
solution facilitates the data request process in the case study based on the following
steps. Firstly, a user can send a data request via the user interface module we devel-
oped. Secondly, these user requests are checked for compliancewith HIPPA and data
source policies as part of a compliance module that uses NLP. Thirdly, the risk asso-
ciated with each user request is analyzed based on the risk assessment calculation
that follows NIST SP 800 guidelines. Finally, once an approve/deny decision is taken
based on the tradeo�s of Loss of opportunity and Loss of value criteria, the response
to the user request is sent back to the user. If the decision associated to the user re-
quest results in an approval, then the requested data is retrieved using a CDM that
transforms the disparity in any multi-source data as a common representation (ter-
minologies, vocabularies, and coding schemes). In theother cases, our honest broker
solution approach handles data accessibility with a limited custodian-in-the-loop in-
tervention using logging, notification, or formal approval from admin or governance
committee.

Our future work is to extend the CDM implementationwith additional features re-
lated to an automated ETL process to bring multiple data sources into the standard
model ona regular basis. In addition,wealsoplan to compare thee�ectivenessof our
current semi-automated honest broker solution to the current manual governance
considering other exemplar case studies. Using such detailed analyses, we seek to
establish a fully automated honest broker solution with minimal dependency on the
totally manual governance processes in current practice through advanced features
that include user interfaces for non-experts to easily query within online health ap-
plications, and parallel computation services for scalable data processing in a variety
of analysis contexts of health big data sets.
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Focus and Scope
While the rapid advance of imaging technologies in ophthalmology is 
making available a continually increasing number of data, the interpretation 
of such data is still very challenging and this hinders the advance in the 
understanding of ocular diseases and their treatment. Interdisciplinary 
approaches encompassing ophthalmology, physiology, mathematics and 
engineering have shown great capabilities in data analysis and interpretation 
for advancing basic and applied clinical sciences.

The Journal for Modeling in Ophthalmology (JMO) was created in 2014 with 
the aim of providing a forum for interdisciplinary approaches integrating 
mathematical and computational modeling techniques to address open 
problems in ophthalmology. JMO welcomes articles that use modeling 
techniques to investigate questions related to the anatomy, physiology and 
function of the eye in health and disease.


	Table of contents
	Editorial: 
Mathematical modeling highlightsfrom ARVO 2018
	Relationship between intraocular,blood, and cerebrospinal fluidpressures: a theoretical approach
	A simulation study on the eff ectof ionic currents on transmissionfrom cones to retinal OFF type conebipolar cells
	A model for tear film dynamicsduring a realistic blink
	Automated classification of dry eyetype analyzing interference fringecolor images of tear film usingmachine learning techniques
	Influence of benzalkonium chlorideon tear film lipid layer stability: amolecular level view by employingin silico modeling
	Image processing-based model fortortuosity measurement of retinalblood vessels
	A socioeconomic evaluation ofearly-stage and moderate glaucomapatients
	Predicting infusion pressure duringpars plana vitrectomy: a physicallybased model
	Peripapillary non-flow areameasurement for progressivelocalized glaucomatous perfusiondamage: a case series
	Increasing protected dataaccessibility for age-relatedcataract research using asemi-automated honest broker



